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We describe methods for simultancously acquiring and subsequently combining data from
a multitude of closely positioned NMR receiving coils. The approach is conceptually similar
to phased array radar and ultrasound and hence we call our techniques the “NMR phasced
array.” The NMR phased array offers the signal-to-noise ratio (SNR) and resolution of a
small surface coil over fields-of-view (FOV) normally associated with body imaging with no
increase in imaging time. The NMR phased array can be applied to both imaging and
spectroscopy for all pulse sequences. The problematic interactions among nearby surface
coils is eliminated (a) by overlapping adjacent coils to give zero mutual inductance, hence
zero interaction, and (b) by attaching low input impedance preamplifiers to all coils, thus
eliminating interference among next nearest and more distant neighbors. We derive an al-
gorithm for combining the data from the phased array elements to vield an image with
optimum SNR. Other techniques which are casier to implement at the cost of lower SNR
are explored. Phased array imaging is demonstrated with high resolution (512 x 512, 48-
em FOV.and 32-cm FOV) spin-echo images of the thoracic and lumbar spine. Data were
acquired from four-clement linear spine arrays. the tirst made of 12-cm square coils and the
second made of 8-cm square coils. When compared with images from a single 15 X 30-cm
rectangular coil and identical imaging parameters. the phased array vields a 2 < and 3 < higher
SNR at the depth of the spine (~7 ¢m). ¢ 1990 Academic Press, Inc

INTRODUCTION

We describe here a method of sinudtancously receiving NMR signals from a mul-
titude of overlapping and closely positioned RF coils which can cover 100% of a region
of interest (/. 2). Two important examples of coil arrays are (1) a lincar and (2) a
two-dimensional array of small surface coils applied to the plane. or nearly planc.
surface of a sample volume. Another example is an array of coils which surrounds a
sample volume. Each coil is associated with an independent preamplifier and receiver
chain. The outputs from the receiver chains are digitized, saved. and then phase shifted
and combined in an optimum manner dependent on the point in space from which
the signal originated. In this way, we obtain the high signal-to-noise ratio (SNR) of
surface coils along with a large field-of-view (FOV) usually associated with volume
imaging coils, and there 1s no 1imaging time penalty. We therefore approach the op-
timum performance of the NMR system.

By overlapping adjacent coils and connecting all coils to low input impedance
preamplifiers, we have chiminated problematic interactions between coils with over-
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i pping FOVs. We have developed a mathematical theory of the best way to construct
. single image from the data of many coils. We also evaluate the efficiencies of other.
1 ss demanding algorithms. The same approaches can be used to produce optimized
<pectra by combining spectroscopic data from multiple RF coils.

The simultaneous reception in an array of RF coils is analogous to the operation
of phased array used in radar or ultrasound. We therefore should not think of the
array as a collection of independent coils but consider it a single object we call the

*NMR phased array.”

The NMR phased array has profound implications for data acquisition / processing
av it expands data handling requirements by factors from 10 to 100 or more.

OPTIMIZING SNR FOR A THREE-DIMENSIONAL VOLUME

A singular circular surface coil of diameter ¢ gives the highest possible SNR for a
~olume at depth ¢ inside a conducting infinite half space (3. 4). However. a single
-arface coil can only effectively image a limited region whose dimensions are com-
iarable to the diameter of the surface coil. For a planar NMR phased array consisting
. circular coils of diameter . it is evident that we optimize the SNR for a planar
. gion at depth ~ d and thereby approach the ultimate SNR for that depth (4). In
i e, an NMR phased array of coils with characteristic dimension « wrapped around
. sample approaches the ultimate SNR from depth ¢ to the center of the sample. This
i because the signals from many coils are combined with weights depending on the
position of the image voxel. For points at depths greater than ¢, a separate optimum
coil is synthesized for each point in the volume. For points at depths less than d the
optimum coil cannot be synthesized for each point and improvements in the SNR
«an be obtained by making the coils smaller.

The NMR phased array has the additional property that the correct polarization of
wienal reception (i.e.. circular or elliptical ) at cach point is accomplished automatically.
fhis is done by the choice of phases and amplitudes for combining the instantaneous

-MR signals.

An estimate of an upper limit on the number of coils that one might consider for
. phased array can be made by recognizing that the maximum extent of the array is
fimited by the magnet homogeneity which allows useful NMR to be done. a region
i+ pically the size of a 50-cm sphere. 1f the coils are to be placed on a cylindrical form
Jith a 20-cm radius and 50-cm length. we would have 6000 cm*” of surface arca for
i nils. Full coverage of this area with 8-cm coils would require about 100 coils. Perhaps
ot all coils would be used all the time. but a substantial fraction might. Since each
woil requires its own receiver and data acquisition hardware, practical considerations
Livor fewer coils.

SWITCHED VERSUS SIMUI TANEOUS ARRAYS

The idea of receiving from a number of closely positioned surface coils has been
iscussed in the literature (5-7). A true NMR phased array requires both full coverage
{ the sample and simultancous reception. and no practical methods for achieving
‘hese goals with many coils have hitherto been described.

Numerous papers appear in the literature in which the outputs from a number of
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surface coils are switched between excitations to avoid interactions ( 7-11). Since these
coils are not concurrently active, only one coil can be associated with a particular
slice. Thus switched coils offer SNR advantages over a single coil when slices are
widely separated. Hardy ¢ «/. used this technique for bilateral imaging of the tem-
poromandibular joint (8) and Boskamp showed results for multislice axial imaging
of the body (/0) with widely separated slices.

Large FOV sagitial slices as demonstrated in this paper are an example of imaging
in which switched coils do not offer any FOV advantages over a single coil. Another
example is 3D imaging. In 3D each excitation contributes in part to every voxel in
the data set and thus switched coils do not add any advantage over a single coil. O
the other hand. all coils in the NMR phased array receive data simultaneously from
all regions of the sample. independent of the pulse sequence. Thus they receive all the
information available over the sample volume at the best possible SNR for each point
within the sample.

COIL INTERACTIONS AND THEIR ELIMINATION

Consider a pair of identical resonant loops that are tuned to the same resonant
frequency /,. If the loops are placed near each other. the mutual inductance between
coils causes the resonances to split as indicated in Fig. 1. The splitting results in a loss
of sensitivity at the frequency /. Signal and noise are also transferred from one coil
to another through the mutual inductance. To eliminate or reduce this coupling we
use two techniques. First, adjacent coils are overlapped to force the mutual inductance
to zero as shown in Fig. 2. Second. all coils are connected to low input impedance
preamplifiers to reduce coupling between coils that are not overlapped. This results
in coils that behave independently although all coils are simultancously active and
receiving NMR signals.

The technique of overlapping to eliminate the mutual inductance of adjacent coils
can be used to form a one-dimensional spine array as in Fig. 3 or a two-dimensional
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f, - resonant frequency f

FiG. 1. Response of two adjacent surface coils tuned to the same frequency f,. The original resonances
split into two resonances and the sensitivity of the coils at frequency f, s greathy reduced.
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216, 2. Immediately adjacent coils are overlapped to set their mutual inductance to zero eliminating the
¢ blem of splitting resonances for nearest neighbors. The centers of the circular loops are separated by
4 ut 0.75% their diameter. and square loops by about 0.9 x diameter. The exact overlap depends on coil
¢ iails and is determined empirically.

. ray as shown in Fig. 4. Remaining is a small but significant interaction between
; »xt nearest neighbors and farther coils. This interaction is reduced to negligible levels
I, connecting all coils to low input impedance preamplifiers. To understand how this
1 «duces coupling, consider two interacting surface coils modeled as primary and sec-
~adary of a transformer (Fig. 5). First we examine how the components are chosen
i+ impedance matching to the preamplifier. For coil 2 in 1solation and at the resonant
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FiG. 3. Four element linear spine coil. Nearest neighbor interactions are eliminated by overlap. Next
aearest neighbor and more distant coil interactions are reduced to negligible levels by connection to low
‘nput impedance preamplifiers.
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F1G. 40 2D surface coil array. Nearest neighbor interactions are eliminated by overlap. Next nearest
neighbor and more distant coil interactions are reduced to negligible levels by connection to low input
impedance preamplifiers.

frequency we determine that the impedance of the coil as viewed at the preamplifier
1S

B
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To transform the series resistance. Ry, to 30 Q real the proper choice of Y, and
‘\Ijh 1S
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Coil 1 (primary) Coil 2 (secondary)
F1G. 5. Interacting surface coils modeled as primary and secondary of a transformer. The secend coil has

a preamplifier with input resistance Rp connected to its output, 1, and 15 are the NMR voltages induced
in the coils.
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J . is not absolutely necessary for matching since the impedance is usually dominated
by e real part of Eq. [1]. In our case, however, this inductor forms an important
C]'.;:, ent in our deactivation circuit. To see this, consider the circuit comprising the
cleents Coy and Loy, and the preamplifier. If the input impedance of the preamplifier
is U 1ly zero, the inductor Lay, forms a parallel resonant circuit with the output capacitor
(» ind blocks current from flowing in the surface coil even though the coil 1S receiving
ane faithfully transterring an NMR signal to the preamplifier. If very little current
flo: ~ in the surface coil during reception, no noise or NMR signal is coupled to other
co- and all coils receive independently.

“he effectiveness of this method depends on values of impedances one can practically
achieve. The tower the input impedance of the preamplifier. the greater the decoupling.
Tt - part of the preamplifier input circuit that gives the low input impedance (/2) is
sh- wvn in Fig. 6. The Gallium Arsenide MOSFET adds minimum noise if its noise
so-ree impedance is on the order of 1-2 k€. Therefore the input transformer. composed
ol +he series inductor and capacitor, is chosen to be series resonant at the frequency
of aterest and is chosen to transform 30 Q at the preamplifier input to 1250 Q at the
. asistor. Since the transistor itself has a very high input impedance. the input imped-
at < of the preamplitier is determined primarily by the series resonance circuit. which
id lly is a short circuit at the resonant frequency. Using these techniques Mucller
a1 Edelstein (/2) have designed preamplifiers with very low input impedances (<3
0 and low noise figures (<0.5 db). Attaching the preamplifier to a A/2 cable adds
ar other 1-2 . Thus we find a practical value for Rp in Fig. 5 1o be about 5 €.

“he coupling of noise and signal between two coils with fow input impedance
p amplifiers attached is very small. Suppose that both coils in Fig. 3 are independently
L aed to the same resonant frequency (Y, - Yo, - Ve, = Oand X; - X = 0).
v ithout the second coil present. the series impedance of the primary loop as viewed
4. serminal A is given by R, With the sccond coil present and connected to a pream-
pfier of input impedance Rp the impedance as viewed from the terminals of the
poamary is then given by

A T 3]

Fici. 6. Input circuit of preamplitier. The capacitor and resistor form a series resonant circuit that transforms
0 Q at the input of the preamplifier to 1250 © at the input of the transistor. The high input impedance of
‘he transistor allows the C and L of the preamplifier input transformer circuit to resonant. The preamplifier
mput impedance as viewed from its terminals is therefore very low (<3 Q).
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The second term of [ 3] represents the noise power coupled between coils. We see that
ifeither the mutual inductance coupling constant A is made zero or the input impedance
of the preamplifier is made zero. this term approaches zero and the resultant l0ise
resistance is R, . that of a single isolated coil.

In a similar manner we can now ask how much NMR signal is transferred between
coils by determining the open circuit voltage as viewed at terminal A. The result i

o elk
R R 4
Again we see that if either the mutual inductance or the preamplifier input impedance
1s zero, we obtain the NMR signal of the isolated coil.

Recognizing that the preamplifier and attached cable has a small (<5 Q) but non/cro
input impedance. we can estimate how much signal and noise is transferred betw cen
coils for the more practical case of the spinc array of Fig. 3. The coil’s series resistance,
Ry.isabout 0.5 Qin air and about 5.5 Q when placed on the back. For these conditions
Table | shows results for the signal and noise transferred between coil | and 3. l'or
comparison we include results for preamplifier input impedances of 50  and A

Under unloaded conditions Table 1 shows that with a low input impedance pream-
plifier (Rp = 5 Q) attached to coil 3. the presence of coil 3 results in only a 2.4¢
increase in noise power as seen from the terminals of coil 1. If. on the other hand. a
50 & preamplifier is attached to coil 3. a 22 increase in the noise power occurs,
Under loaded conditions the preamplifier input impedance is not particularly impor-
tant. However. all coils in an array may not be heavily loaded and thus low nput
impedance preamplifiers are important.

Table | also indicates the limitation of using preamplifiers to decouple coils and
the importance of overlapping adjacent coils. For example, suppose we have a coupling
coefficient of 0.1. as might be the case for two coils relatively close to each other but
not overlapped (see Fig. 9). The coupling of noise power is then (0. | /0.007)? or 204
times greater than the values given in Table 1. Even under the most forgiving circum-
stances, with R = 5 Q and a loaded coil. a 41% increase in noise power occurs. Thus
we conclude the practical limits on the preamplifier input impedance combined with

TABLE |

Noise Power and NMR Voltage Transfer between Cotl I and Coil 3
of the Spine Array in Fig. 3

Condition R, () Rp () ZAIR, Fa

Unloaded 0.5 5.0 1.024 o 0.015/15
Unloaded 0.5 S0 1.22 by 00135515
Unloaded 0.5 ' 3.65 Iy 1630415
Loaded 5.5 5.0 1.002 - 0.013;15,
Loaded 5.5 S0 L.OI11 Iy - 0.074515
Loaded 5.5 7. 1.022 Py 0148515

Note. Equations [3] and [4] were used 10 calculate the table entries with the coupling
coeflicient & = 0.007. the Larmor frequency f) = 64 MHz. and Xp =116 Q.
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the cable losses limit their use to decoupling of relatively weakly interacting coils.
Ad rcent coils still need to be overlapped.

IMAGE RECONSTRUCTION

- ecoupling the surface coils allows data to be separately and simultancously acquired
fre n a multitude of coils. The resultant images/spectra are by themselves useful but
th real utility becomes evident when the data is combined to form a single composite
im :ge in an automatic way. We present here a variety of methods for combining data
ba ~d on SNR considerations. Using RF field maps. we derive the optimum way to
co-1bine complex quadrature data and the optimum way to combine magnitude data.
W also show how to make a uniform sensitivity image and a uniform noise image
fr. m the combined data. Finally, we consider a sum-of-squares method which has the
ac¢ antage that detailed RF field maps of the coil do not have to be known. The data
¢ nbining methods are pulse sequence independent and apply to both imaging and
S Clroscopy.

Vaximized SNR image. To understand how to obtain maximum SNR. we consider
¢ mbining the signals through a series of lossless phase shifters and transformers as
sl wn in Fig. 7. For coil 7. the NMR voltage at the coil output is proportional to (/3,
1)

1(1) = M Bycos(wl — 6,4 ). [5]

wiere 1is the voxel volume, A/ is the magnetization density. By, is the magnitude of
{1~ transverse magnetic ficld for unit current in the coil. ¢ is an arbitrary phase of the
rtating nuclei. and #, is the angle of the RF magnetic field measured from some fixed
¢ ference in the laboratory frame. Increasing values of #, arc in the direction of rotation
¢ the precessing nuclei.

I'he total voltage at the output of the transformer is obtained by phase shifting and
<imming the outputs of the individual coils:

} AEE]

FIG. 7. Set of A coils with outputs phase shifted and summed through a set of lossless transformers.
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A
Pal0) = M1 S 0B cos(wr - 0, +y¢ + ¢,). [6]
-1

The signal-to-noise ratio at the output of the transformer is then defined as the ratjg
of the instantancous NMR signal to the rms noise voltage

. [
SNR = L _f! [7]

where |17, | is the magnitude of the voltage. R, is the total noise resistance as Viewed
from the output terminals, and A/ is the receiver bandwidth.

Since we have assumed that the phasc shifters and transformer are lossless. [7]
represents the intrinsic SNR (/4) whereby the noise is caused by thermal fluctuationg
in the sample only. In this case, the noise resistance can be determined from the time-
averaged, volume-integrated losses in the sample for a sinusoidal current of unit ams-
plitude in the secondary of the transformer. If Li(x, v, 2)is the spatial dependence
of the electric field induced in the sample for a sinusoidal current of unit amplitude
in coil 7, the total noise resistance as scen at the output terminals is then

A AY
R = 20 3 g Rycos( o, - D). (8]

P

ol A

where 7, is the turns ratio of the transformers. ¢, is the phase shift applied to cuch
signal before summing through the transformers. and R, ¢ is defined as the volume
integral

R,=y¢ f Ex ooy By, v, o)dl, [9]

The noise resistance matrix contains all the information about correlated and un-
correlated noise between coils. R, is the noise resistance of coil /in isolation and &, .
where 7 # A is the added resistance when coils /and k are used in combination and
therefore represents the correlated noise between coils,

An analogy can be made between the concept of the mutual noise resistance and
that of a mutual inductance. Thus we find it uscful to define an electric coupling
coeflicient, A.. which is the electric analog of magnetic coupling defined in magnetically
coupled circuits (/5).

_ ISM

= [10]
V Ru R/-\/!

ke
The electric coupling coetlicient is used in later sections where we compare ima ge
reconstruction techniques. The clectric coupling coeflicient can also be thought of as
a noise correlation coeflicient.
Substituting [6] and [8]into [7] and squaring the result we obtain an expression
for the SNR of a combination of coils.

SNR? = (wd17)? ZV\L 2 BuBycos(¢, — 0, St )

4KTAS B S S Ry, cos( ¢, — ;14)

(1]
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{o determine the relative gains and phase shifts that maximize the SNR we set
a( "NR?)/dn; and d(SNR*)/d¢, to zero for each value of 7. The resultant set of equa-
tic 1S are

Ay N

By S g Bucos(g = 0, = ¢p + 0,) = SNR* > mRycos(¢p, — ¢r)  [12a]
ke Ao
N AY

By S o Busin(¢p, — 6, = ¢+ 0,) = SNR* > Rysin(d, — ¢).  [12b]
Aol A=1

where SNR? in the above expressions is given by [11]. To solve [12a] and [12b] for
nand ¢;. the mathematics is made tractable by introducing complex notation with
tl » following definitions.

b, = Buye'" [13]
w; = H,(‘N“. [14]

Sabstitution of [13] and [14] into {12a] and [12b] gives

A \ A A
* o, Nk RS * RPN S TS
el Y a by v be Y ahi = SNRA(e Doar Ryt e 2 Ry [15a]
k=1 Al A= A1
A A A A
e e x - K anID Db Nk RS 5
Pl S af b = be S w bl = SNRA( Y ol Ry e Y aRy) . [15D]
A-1 Aol kol kol

v here * denotes complex conjugate. Taking the sum and the difference of {13a] and
[+5b] and solving for b, and b} we obtain

SNR®

b= =% S @Ry [16a]
2o by Aot
SNR® 2

bY = % = «f Ry. [1ob]

A *
S gy Aol

Equation [16a] is simply the complex conjugate of [16b] and thus only one is
eeded. In matrix form the set of equations corresponding to [16a] is

b- o [17]
\
vhere
«'b*
A= s 8
SNR* [18]

ind b and « are column vectors of the h;’s and «,’s and R is the square matrix of
mutual noise resistances.

When solving [17] for «. A can be treated as a constant. The absolute valuc of A is
only important for scaling the final image and does not affect the relative amplitudes
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and phase shifts needed to combine the data from multiple coils. Holding A constant,
[17] corresponds to a set of linear simultancous equations with the solution

a = AR 'b. [19]
where « is a complex column vector of relative amplitudes and phase shifts, R ! is
the inverse of the noise resistance matrix. and b is a complex column vector of the
transverse fields created at point (v, 1. o).

Equation [19] shows that the optimum weights and phase shifts are a function of
position. Thus combining the data external to the computer with a single electronic
circuit is only optimum at a single point. Each point or localized region needs 3
different combination of weights and phase shifts. Modifying the gains and phases
corresponds to beam steering in phased array radar or ultrasound by phase shifting
the time dependent signals. In radar and ultrasound the region of interest is generally
at a distance large compared to the size of the receiving elements and wavelength in
the array. Thus for a given point in the image, all of the elements receive a signal of
approximately the same amplitude and amplitude corrections are unnecessary or small,
For the NMR phased array both phase and amplitude corrections are important for
determining the sensitive region. The NMR phased array operates in the near ficld
and the coils which comprise the elements in the NMR phased array are comparable
in size to the depth of the voxels of interest.

Each point in the image of the NMR phased array requires a different combination
of time dependent signals and thus a different external circuit would be required for
cach region of the image. Since this is impractical. we attach a separate receiver chain
to each of the coils. simultancously collect the data from all coils and store the results.
The data are combined later on a pixel by pixel basis with weights and phases that
depend on location. In this way we obtain the highest possible SNR at all points in
the image.

Because the process of Fourier transformation is lincar. combining the quadrature
time dependent signals with proper complex weighting is the same as combining the
complex pixels after Fourier transformation. Transforming the data first and then
combining complex pixels is more eflicient because it requires only one complex
Fourier transform for each coil. On the other hand. combining the time dependent
signals first and then Fourier transforming would require a transform for each local
region of the image. The number of transforms in this case might be as high as the
number of pixels.

After Fourier transformation any algorithms that correct spatial distortions in the
image due to nonlinear gradients (/6. 17) can be applied. By Fourier transforming
and remapping the data. the exact position of each pixel is known. Using either mea-
sured or calculated values for the RF fiecld maps and noise resistance matrix. the
separate complex images can then be phase shifted and added on a pixel by pixel basis
according to [19] to arrive at a single composite image. If p, is the resultant complex
pixel value at point (.x. y. =) due to coil i after Fourier transformation and remapping.
the optimum combination of images vields the single pixel value P at point (x. oo
given by

P=Ap'R 'b, [20]

where p is the complex column vector of the p,’s.
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ynce the data is combined into a single composite set of complex data. the final
da 1 set can be treated as if it came from a single coil. If the end result is to form a
m: mitude image, the magnitude of the data set should be displaved. If the phase
ini rmation is important, such as in spectroscopy. the data should be phased as if 1t
ca 1e from a single coil and displayed or further processed in the appropriate manner.

wmbined magnitude images. Here we determine the optimum way to combine
m unitude images. Although this generally results in a slightly lower image SNR than
m :ht be obtained for the more general case of combined complex images, combined
m enitude images are simpler to implement. The phase shifts differences for each of
th - receiver channels do not have to be known and the commercial software for
m nipulating. storing. and reconstructing magnitude images do not need to be modified
to ~arry the complex data.

ombined magnitude images are equivalent to choosing the external phase shifts
in iig. 7 to cancel the relative phase differences in the NMR signals due to the different
di >ction of the RF coils” magnetic fields. Thus the equation to maximize for SNR is
[1:] with ¢; = 0,

SNR3 B (Cb\“”')z E{\J Z}\\ | ’I,II/\[))Ii[flA

= = . 21
ARTAS =N 20 g Rycos(l, = 6y) (211

T king d(SNR?)/dn,. assembling the equations. and solving for the »,’s yield the
o limum weights 1, for combining magnitude images.

n=\r 'b, [22]

where by is a column vector of the B,’s. n is a column vector of the #,’s, andris a
1 »dified noise resistance matrix related to R by

Vi = R,/‘COS((}, - (,A)- [23]

Sum-of-squares image. The image combination techniques above require detailed
I 1owledge of each coil's RI* magnetic fields. However, in some cases the exact position
¢ ' the coil may not be known, or perhaps the extra computation time associated with
ilculating or measuring the RF magnetic fields is excessive. It is therefore highly
cosirable to have a technique which combines the data without detailed knowledge
1 the coils magnetic fields and at the same time preserves the high SNR of the
1-hased array.
Since the NMR signal is proportional to the local RF field. the complex images are
“hemselves an estimate of the relative magnetic field strengths and dircctions. The
vigher the pixel SNR, the better the estimate. Since the images are only useful if the
jixel SNR is higher than 20 (/4) it seems reasonable to replace b in [20] by p* (the
onjugate of the pixel value is the appropriate quantity since increasing angles of the
RF magnetic ficld correspond to time delays or a negative phase shift in the NMR
ignal). This. however, results in pixel intensities that are proportional to the square
f the underlying NMR quantity to be measured. Thus after substitution we take the
,quare root and obtain

P=Vp'R 'p*. [24]
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In other words. each pixel value is the square root of the sum of the squares of the
pixel values corresponding 1o the individual coils in the array. In this way we arrive
at a method of combining images without computation or measurement of the mag-
netic fields.

To the extent that at least one coil in the array has a high pixel SNR and all cojls
have similar noise. combining the images as sum-of-squares results in a high SNR. A
disadvantage. however. for a sum-of-squares image is related to artifact suppression.
For example, suppose we have two coils. one placed on the abdomen and the other
on the back. The image from the coil on the abdomen may have strong artifacts in
the phase encoding direction due to motion. The image from the coil on the back
would produce fewer artifacts. If these images are combined using knowledge of the
magnetic fields. [20] tells us to weight the data from each coil by the RF field created
by that coil. In regions where the RF field produced by the abdominal coil is low. the
artifact is multiplied by a small number before its contribution is added to the composite
image. If on the other hand the artifact is strong and the sum-of-squares method is
used. the artifact is not suppressed because the pixel is weighted by itself and not a
small field value. Figure 19 in the section on image results is an example of a sum-
of-squares image showing a wrap around artifact in the phasc encoding direction that
does not appear in the corresponding image using field maps.

UNIFORM SENSITIVITY AND UNIFORM NOISE IMAGES

Although {20] shows how to optimally combine the signals from a multitude of
coils and thus obtain the highest possible SNR at all points, it does not determine the
choice of the overall scale factor, A. Varving \ across an image can afteet the appearance
of the image in different ways. Two different distributions of A are considered here.
one corresponding to a uniform sensitivity image and the other corresponding 10 a
uniform noise image.

Uniform sensitivity image. The data from each coil describes some common NMR
quantity to be measured which ideally should be represented by the same pixel intensity
or the same spectral amplitude, independent of the voxel location in space and in-
dependent of the RE coil sensitivity variation. Axel ef al. ( 18) describes a method tor
correcting the intensity variation from a single coil. Here we derive a method for an
array of receiving coils.

We know the NMR signal is proportional to the local magnetic ficld created by
cach coil. Specifically. the complex pixel value is proportional to the b*. If data are
combined in an optimal way by [ 20]. A must then be chosen such that the magnitude
of Pis independent of the relative amplitudes and directions of the RF magnetic fields
of the coils. Thus we take expression [20]. substitute b* for p. take the magnitude
of the result. set it equal to a constant. and solve for A. The result is

A= ,7-.‘—&,7( e [2
V(6* "R 'b)(b* 'R 'b)*

|89}
n

where ("is a constant that scales all pixels or spectra into a range suitable for displa:
or storage in the computer.
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since R 7 is a symmetric matrix. [25] reduces to
C

N BTR b*

[26]
(e can also show that X in [26] is purely real although b is in general complex.
§ bstitution of [26] into [20] vields the desired expression for combining the data of
v any coils into a single uniform sensitivity image that has optimized SNR at all
{oints.

~.pR'b

P=C g e [27]

In a similar manner we can derive an expression for a unitorm sensitivity image of
(mbined magnitude data. The result is
p'r 'b

P=C— )
b/r 'b,

(28]

“here p and P are now pixel magnitudes as opposed 1o complex quantities.

Uniform noise image. An alternative choice of A vields a uniform noise image. Such

n image is a useful way to display the SNR variation of the composite image. Also.

| is the phased array equivalent of a single surface coil image that has not had any
mitensity corrections applied.

From [8] the total noise power can be written in matrix form as proportional

10 Rior
R = o' Ra*, [29]

substituting the optimum value of o given by [[9] into [29] we obtain Ry, for optimally
-ombined complex data.

Ru = (AR 'b)'R(AR 'b)* = M'b'R 'b*. [30]

For a uniform noise image. A in [30] is chosen so that Ry 18 independent of the
position. The functional form of A must then be
C
A= =
Vb'R 'b*
where (is an arbitrary constant that scales the image into a suitable range for display

or storage. Substitution of [ 31] into [20] yields an expression for an optimized uniform
noise image.

[31]

P= (e [32]

In a similar manner we obtain a uniform noise image of combined magnitude data

r b
p-cBl 2 [33]
Vblr 'b,

where p and P in [33] are pixel magnitudes as opposed to complex quantities.
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QUANTITATIVE EVAI UATION OF NOISE. INDUCTANCE. AND RECONSTRUCTION

Presented in the previous section is a range of possible methods for combining
images. The highest possible SNR is expected in the composite image if noise corre-
lations are taken into account. To better understand quantitatively the importance of
the noise correlations we calculate the mutual inductance and mutual noise resistance
matrix for the spine array of Fig. 3. The relative SNR obtained for the case of optimally
combined complex images is then compared with optimally combined magnitudc
images and images in which the noise correlations are ignored altogether. Finalls
using the calculated values for the noise resistance matrix the expected SNR improve-
ment for a four element array is compared to the SNR obtained from a single large
coil and a single small coil.

Mutual inductance and mutual noise resistance matriv. Here we calculate the mutua]
noise resistance and mutual inductance matrices between two coplanar coils as 4
function of the separation between the coil centers. As shown in Fig. 8. the RF coils
are placed in a plane parallel to the surface of an infinite slab of 4 conducting material,
The magnetic and electric fields in the slab and near the coil can be expressed in terms
of a vector potential A (/9).

B=TxA [34]
oo A (33
’ dr ol

We assume the low frequency limit whereby the local RF magnetic fields are pri-
marily determined by currents in the R coil and not significantly moditied by the
currents induced in the sample. In this case the vector potential can be expressed as
an integral over the known current distribution in the coil. Further. we assume the

Y
—— —
X
coil 1 coil 2

d

e
—
— TTTe—
CONDUCTIVITY ¢ 2d

-]

FiG. 8. Coil geometry for calculation of electric and magnetic coupling coetticients. Shown are square
coils with dimension « placed above a slab of conducting material of thickness 2¢/.
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¢ ss-section of the conductors in the RE coil is small compared to the overall size of
tI - coil. The RF coil current can then be treated as a hlament and the vector potential
¢ be written as a linc integral over the current in the coil

()1 (/S

Cdr Trfr'l~

[36]

« here 1 is the current in the coil. s is a vector tangent to the conductor centerline with
. magnitude equal to the integrated distance along the centerline, and r — 1’ is the
. -ctor distance between a point on the conductor centerline and the observer.

Substitution of [36] into [34] vields the Biot-Savart Law (/9) for the magnetic
{od

4

r —r

B #Ulff (lsi><(r~—r). (37]

rs}

To estimate the mutual inductance. we use the fact that the line integral of the
cctor potential around a closed loop is the flux linked through that loop. Thus the
qutual inductance between two hlamentary coils can be expressed as the double integral

AV sy [ dsicdsi ) [38]
SERUNL VS /Y
Jhere s, is a vector tangent to the coil i's centerline and s, is tangent to coil A's
enterline. The magnitude of s, and s is the integrated distance along the centerline
W the coil and r, — 1, is the vector distance between a point on coil 7 and a point on
coil k.
To obtain an expression for the noise resistance in terms of the vector potential we
assume constant frequency and substitute [35] into [9].

Ry = w'o f A, Agdle, [39]

Care must be taken to satisfy boundary conditions when applying [39] to other
geometries. In our case we have the two surfaces of the slab. each an infinite plane
parallel to the plane of the RE coil. Thus, according to [36], no clectric ficlds are
perpendicular to the surface and [36] satisfies the boundary condition that the normal
component of the current density be zero. if the coil was rotated perpendicular to the
boundary. or the sample was truncated in the v or = dimensions. a scalar potential
could be introduced to match the boundary condition that the normal component of
current density be zero on the surface.

Figure 9 is a plot of the calculated electric and magnetic coupling coeflicients between
two coplanar square coils as a function of the distance between the coil centers. The
curves were obtained by numerically integrating [ 38] and [39} and then normalizing
the results to values obtained at zero separation.

When calculating the vector potential. we avoid the singularity in [36] and [38]
by setting a minimum for |r - r'[. Phy sical considerations set this minimum distance
to be about equal to the radius of the wire. The results in Fig. 9 are for a wire size of
0.01d. where d is the coil dimension. This corresponds to a wire radius of 1 mm for
a 10-cm coil.
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FG.9. Plot of magnetic coupling coefficient and electric coupling coeflicient as a function of the separation

between two square coils (width ). The clectric coupling coeflicient, &, was determined by numerically
integrating [ 39] over a slab thickness of 2¢/ with x and = limits of £10d. The magnetic coupling coeflicient.
K. was determined by numerically integrating [ 38].

One intriguing aspect of these calculations is that they contradict assertions in the
literature (20, 217) that coils with zero mutual inductance have no correlated noise.
Figure 9 shows the coil overlap where the mutual inductance goes to zero (coil sep-
aration about 0.9¢/). but the correlated noise (Ae) does not. This is rcasonable since
the currents induced in the sample by the two coils share common paths. Thus a
certain fraction of the random thermal motion of charges in the sample will produce
correlated noise in the coils. even though there is no net flux linked between them.
In the “Noise Measurements™ section we describe experiments confirming this con-
clusion.

Using the curves in Fig. 9 we then construct magnetic and electric coupling matrices
for the spine array of Fig. 3. The results arc

1 0 00078 0.0020
) 0 1 0 00078
kn = L0078 o | 0 [40]
0.0020 0.0078 0 1
I 041 0136 0.06
04 L 041 0136
ke | 0136 041 [ o041 |- [41]
0062 0.136 0.4 1

Comparison of reconstruction techniques. Although adjacent coils in Fig. 3 are po-
sitioned to have no mutual inductance. the electric coupling matrix given by [41]
shows 41% correlated noise power. To understand the importance of noise correlations
and their effect on images. we compare three methods of reconstruction: optimally
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cc nbining complex data: optimally combining magnitude data: and ignoring the noise
co relations altogether.

o make the mathematics tractable we consider two surface coils. For optimally
cc abined complex data, [19] is substituted into [11] to obtain the optimum SNR for
v coils

3 2]

By BL  2BuBeRo

L, b ——————=cos(th — )

gNRZ - (w\[l ) [{H R13 Rlll{]l [4,)]

.~ opt 4/\7‘A/ l B Ril ) . =
RIIRZZ

1:¢ SNR for optimally combined magnitude images is found by taking [11] with ¢,
- ¢, and substituting [22] into the result for the n,’s.
ﬁf_l B, 2By BoR),
(wMI1) Ry Ra R R
kTN . Ri-

cos(f, — ;)

SNRr:n;\g - [42]

cos> (0> — ;)

11 R

I the noise correlations are ignored altogether we take [19] with Ry> = O and substitute
{1 > result into [11] to arrive at

(B 1y
SNR? _(u,n\ll')2 Ry Ra (44]
CUUN gk (B, BRY | 2BuBeR:

— == cos(l, — 0y)

Ry R Ry R

I quation [44] can also be obtained by taking [22] with Ry» = 0 and substituting the
1osults into [11]. This is because with noise correlations ignored, [19] tells us to combine
1 e data in-phase. and combining the data in-phase is the same as combining magnitude
1 nages.
A measure of the SNR lost by combined magnitude images versus optimally com-
ined complex data is given by the ratio of [43] to [42].

SNRIILILL ; ! l\.cz'p -
; o ST, . [45]
SNR,,, I — kg cos~ (0, — 0)

i'he maximum for this expression is | when correlated noise power is 0 (k.= 0)or

vhen the signals are in phase (6> — 0, = 0). The minimum occurs when the correlated
q0ise is a maximum and the signals are /2 out of phase (6. — f, = 7/2). Numerical
esults given by [41] show that the maximum expected noise correlations are 41%
k.,, = 0.41) when coils arc overlapped. Substituting these values into [45] we obtain

091 < =% < ], [460]

I'his shows that in the worst case less than 10% SNR is lost by combined magnitude
images versus optimally combined complex data.
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Since so little SNR is lost by combining magnitude images versus combining the

complex data, it then seems reasonable to ask if the noise correlations can be totally
ignored. The ratio of egs. [44] to [42] is a measure of this loss and given by

‘B BL ,
(44 ¥ ) (1~ k2

SNR,. )Z B Ry R
(SNR“‘“ : !& + ﬁ 2 - 4[))‘3"3752—5” cos™(f — 0)) | o
Ry R Ry Ry S I

The maximum of [47] is | when the correlated noise power is ) (kep, = 0). The
minimum occurs when the signals are out of phase (6 - iy = m/2) and the correlated

noise 1s a maximum (Ae,, = 0.41). Equation [47] therefore has the bounds
09] < Ngl&i < 1 48
' h SNRﬂpl h ' [ ( ]

It is interesting to note that these bounds are the same as those in [46]. This docs
not imply that optimally combined magnitude images are point by point identical in
SNR to an image obtained by ignoring the noise correlations: it Jjust means that both
methods result in a similar maximum image degradation. We can see that it really
does not matter which of the three wavs the data is combined. All methods produce
images with an SNR is that no more than 107 different from the others. Since ignoring
noise correlations and combining magnitude images is the easiest to implement. it
was the method of choice for our experiments described in the “Imaging™ section.

LExpected SNR improvements for a linear array: Using calculated noise resistances
and RF magnetic fields, we wrote a computer program to estimate the SNR at the
depth of the spine (~7 cm) for three different coil geometries: (1) a four element
lincar phased array made of 8-cm square coils, (2) a single large 15 X 30-cm rectangular
coil, and (3) a single small 8-cm square coil,

The computer program was written for a phased array but also gives the correct
answer for a single coil. The program first determines the noise resistance matrix by
integrating [39] over the sample. Given a point in space. the magnetic field produced
by each coil is numerically computed by integrating the Biot-Savart law (Eq. [37])
overa current filament placed at the centerline of the conductor. The resistance matrix
and magnetic fields are then substituted into [19] to obtain the relative weight factors
for combining signals from the coils. These weight factors along with the noise resistance
matrix and magnetic fields are then substituted into [11] to obtain the SNR. Finalls.
the results are normalized to the ultimate sensitivity limit determined by Roemer and
Edelstein (4). Figure 10 shows the results of our calculations.

Several aspects of these results are noteworthy. First, as expected. the ultimate sen-
sitivity limit can be approached at a single point by imaging with a coil whose diameter
is approximately equal to the depth of the voxel (3, 4). However. the four coil phased
array achieves the SNR of a single small coil over the entire length of the array. On
the other hand, a single rectangular coil with dimensions of 15 X 30 cm. a typical size
for spine imaging. has a FOV comparable to the phased array but achieves only one-
third ot the SNR.
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G 10. Caleulated SNR at a depth of 8 em for three different surtace coil arrangements: (a) a four
¢l. ment phased array made of 8-cm square coilst (b) a single 8-cm square coil; and (c¢) a single large 30
. 3-cm rectangular coil. An SNR of 1 corresponds 1o a theoretical upper limit SNRV given by Roemer
ar 1 Ldelstein (4) for lincar reception.

NOISE MEASUREMENTS

The noise correlations between two overlapped coils were found in two ways: the
hise resistances were determined directly with a vector impedance meter: and the
¢ rrelations were measured with the NMR spectrometer.

Noise resistance measurements. Figure 11 shows the coil arrangement used to directly
“casure the noise resistance. Two coils are first independently tuned to the same
“equency (~64 MHz). While measuring their magnetic response with a transmit
ad pickup loop and a spectrum analyzer. the coils are overlapped until the splitting
« "the resonances is reduced to a level below 10 KHz. forcing the mutual inductance
(U the coils to essentially zero. As indicated in Fig. 11, the coils are then cut at the

l<—103 mm——>-| 1f *
H H o0 b
75 pt s 4

TO 130

=91 =91 91 91
IMPEDANCE
METER
75 75
'

COILS ARE CUT AND
RECONNECTED HERE

FIG. 11. Mutual noise resistance measurement. Coils are cut and reconnected series aiding or series
Hpposing at the crossover point. The series impedance is measured on the edge of one of the coils as indicated.
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crossover point and reconnected series aiding and series opposing. Table 2 shows the
measured resistances of the series connected coils in air. on a salt water phantom. ang
on the back of a human subject.

The relatively large uncertainty for the measurements on the back is caused by
repositioning errors that occur when the coil is removed. reconnected. and then re.
turned to the back. For a phantom. the accuracy of returning the coil to its origingl
position is good.

Table 2 shows that when the double coil is changed from series aiding to series
oppostng. we observe a small change of the resonant frequency. probably caused by
repositioning errors of the connections when changed from series aiding to series
opposing. A small change in frequency is consistent with a very small mutual in-
ductance between the overlapped coils. On the other hand. with the coil placed on
the sample we observe a large change in the noise resistances when the connection is
changed.

From the resistance measurements in Table 2 we deduce the fractional noise cor-
relations and compare the results with the calculated value of 41¢ givenin [41]. Since
the calculation involves sample losses we need only subtract from our measurement
the uncorrelated noise due to random charge motion in the coils,

The resistance of two coils connected series aiding is given by

Ry= R+ R4 Ray + 2R, [49]
where R, 1s the resistance due to the dissipation in the coils. R, and R»> are the
sample losses for coil 1 and coil 2 in isolation. and R~ is the mutual noise resistance
as detined by Eqs. [8] and {9]. For the scries opposing connection the mutual noise
resistance subtracts and we obtain

Ry = Reo + Ryt Ray — 2R, [50]
Solving [49 ] and [50] for the fractional noise correlations we obtain a quantity nu-
merically equal to the clectric coupling coefficient
Ri> R, — R,

— - e [

n

€y

o V[enﬁkzj B ;(;1 4 [en - lecu - RL’() )

TABLE 2

Measurement of Mutual Noise Resistance between Two Oy erlapped Coils

Resonant frequency Resistance
Sample Connection (MHz) ()
None Series aiding 64.44 0.56 # 0.1
Phantom Series aiding 63.63 12.95 + 0.1
Back Series aiding 63.90 200 + 0.5
None Series opposing 63.93 0.60 + 0.1
Phantom Series opposing 63.32 6.31 + 0.1
Back Series opposing 63.30 12,6 £ 0.5

Note. The phantom contains a 0.04 3/ NaCl solution and is rectangular with dimensions
48 X 24 x 30 cm. The overlapped coils were placed in the center of the largest face of the
phantom with the long axis in the direction of coil overlap.
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w -ere we have assumed that Ry, = Rao. Substituting the measured values from Table
7 .ato [51]. we obtain the noise correlations for the phantom and patient:

. 0.356 % 0.008. phantom
SO

—
L
12

——

0.231 = 0.023. back.

If we compare the measured results in [32] with the calculated value of 41% we
f:nd that the measured values are somewhat low. However. this difference 1s not un-
. asonable since the calculation ignores penetration artifacts (22) and does not take
i 110 account the sample boundaries which distort the induced currents in the v and
- Jimensions.

A general trend is that the noise correlations follow the size of the sample. The
Cileulation for coils against an infinite slab shows the greatest correlation. the measured
;ise on the phantom the next largest. and the noise measured on the back the smallest.
“his can be explained on physical grounds by considering the nature of the field
ilutions. The currents induced in the sample at points far from the coils have common
~hapes and paths. Much of the noise correlations can be expected to come from these
Currents because correlated noise arises from common currents. Thus if we reduce

he size of the sample. we can expect to reduce the correlated noise.

Perhaps the most important lesson of these measurements is to show that sample
cometry has a significant effect on the amount of correlated noise. Therefore one
hould use noise correlations measured on a patient by patient basis rather than cal-

. ulated or previously measured values. Measurement of the noise can be done at the
ieginning or end of a scan by sampling cach of the channels with the RF transmitter
O Such noise measurements have the additional advantage that they include the
mncorrelated components of noise from the preamplifier and coil.

Noise correlaiion measurements using the NMR spectromeler. To confirm that
mneasurement of the mutual noise resistance is equivalent to a direct measurement of
‘he correlated noise. we connected each of the overlapped coils to its own preamplifier
nd measured the noise correlations at the output of the preamplifiers using a signal
combiner and NMR receiver. Figure 12 shows the experimental arrangement.

EXTRA A2 CABLE

/ INSERTED HERE
V2 FOR 180° MEASUREMENT

Coil 1 Preamp 1 16 KHz rms
| HLowpass voltmeter

0 Degree Quad filter
hase

|

o combiner etector 16 KHz
Coil2  —1preamp2 | Q [-oppass—
\ Y Local
oscC.
64 MHz

F1G. 12. Correlated noise measurement. RMS voltage measurements are first made with identical cables
between the preamplifiers and zero degree combiner. An extra half-wave cable is placed between preamplifier
| and the combiner for noise measurement of coil outputs 180° out of phase. The local oscillator is set to
63.886 MHz and the low pass filter bandwidth is 16 kHz.
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The signals at the output of the preamplifiers are added or subtracted by connecting
the outputs to a zero degree combiner with different length cables. The signals arc
added in-phase by attaching identical length cables between the preamplifiers and the
combiner. The signals are added 180° out of phase by placing an extra \/2 cablc
between one of the preamplifiers and the combiner. The output of the combiner iy
connected to the NMR receiver and the rms noise is measured at baseband.

The difference between the noise power for outputs added in-phase and outputs,
added out of phase is twice the correlated noise power, and the sum is twice the
uncorrelated noise. The fractional noise correlations at the output of the preamplifiers
1s therefore

<1'r:11> (vg 4 Uigo)
where vy is the rms voltage measured when the preamplifier outputs are added in-
phase, vy, 1s the rms noise when the preamplifiers outputs are added 180° out of
phase, and { ) denotes time average. Equation [53]} assumes that the noise power
at the output of preamplifiers is identical ((ty ) = (4 )). This condition was forced
on the coils and the preamplifiers by caretul construction and subsequent adjustment.

Before we can compare with our previous measurement, we need to modify [33]
by subtracting out the thermal noise in the coil and the electronics. The fractional
increase in uncorrelated noise power due to thermal noise in the coil 1s given by

| .
el I [54]
(l ~ (R /Ry ))
where Ry and R;. are the loaded and unloaded resistance as measured at the terminals
of the coils (including cable). The fractional increase in uncorrelated noise power duc
to the clectronics is given by

I

[53]

Rl R
I - (1‘\_‘nld / U\_\:lrm)

N
N

f55]

(LJme / 1>)
where vy, 1S the rms noise voltage measured with room temperature 50 Q resistors
attached to the inputs of the preamplifiers and Ueold 18 the rms noise voltage measured
with the resistors placed in liquid nitrogen.

Because the coil and preamplifier noises are uncorrelated, they only contribute to
the denominator of [53]. Thus we multiply [33] by [54] and [55] and obtain an
expression for the fractional noise correlations due to sample noise only, a quantity
that is numerically equal to the electric coupling coeflicient.

y 2 2
< l‘£5:,> ) (UQ Plxo) | (l

/\.( N ] ——

Tl (i vh) (1 - R /Rp)

e
I — (v

I:’n)ld/lﬁwEm)) ) [5()]
Ccold / Uarm )

Table 3 summarizes the measurement results for the coils placed on a rectangular
salt water phantom. There is good agreement between these results and [52] where
k> was determined by directly measuring the noise resistances on the same phantom.
Thus we confirm that noise correlations can exist even when the mutual inductance
between two coils is zero and demonstrate that claims to the contrary (20, 21) are
incorrect.
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TABLE 3
Noise Correlation Measurements between Two Overlapped Coils

Uo U1g0 Veold VUwarm Teold Twarm R, Re
(mv) (mv) (mv) (mv) (K) (K) ) (@) Keys
112+1 88 + 1 59 + 1 101 £1 F1 204 50 494 0.349 + 0.017
IMAGING

Apparatus. To test our reconstruction ideas with imaging we built two linear four
clement spine imaging arrays, one consisting of 12-cm coils and the second made with
¢-cm coils. Figure 13 is a photograph and Fig. 14 is a schematic of the larger array.

A number of the array details are worthy of comment. First, a passive blocking
circuit employing crossed diodes (23) is placed on the side of each coil to eliminate
induced RF currents during transmit. Second, to minimize noise coupling during
receive, [2] tells us to place an inductor at the output of each coil tuned to resonate
with the output capacitor. Rather than place an inductor at the coil output, we tune
the capacitor in the input stage of the preamp (Fig. 6) to yield the correct inductance

45 viewed from the preamp input terminals.

{Illll-llll‘lll]llilll
0 10 20 cm

FIG. 13. Photograph of four element spine array for imaging a 48-cm FOV. Passive blocking circuits are
made on the sides of the array. The cables are routed through the center of the array to eliminate the need

for baluns.
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Blocking circuit
439 mm

-~ 10—

FIG. 14. Schematic diagram of coil in Fig. 13 showing component values and dimensions.

Another important point is the location of the output cables. To eliminate baluns
the cables are routed and connected in the middle of the array rather than on the
sides. This choice of cable position can be understood by examining the electric fields.
By symmetry none of the coils excite an electric field parallel to the x = 0 plane, and
thus this plane is ideally at a constant electric potential. Therefore placing the cables
in the x = 0 plane has little effect on the electric fields. The electric fields on the sides
of the array are complicated and vary from point to point so placement of cables
without baluns at these points would short out electric fields and create circulating
currents which ultimately show up as a change in impedance and increased losses as
seen from the coil terminals.

The four channel receiver system shown in Fig. 15 was constructed to acquire the
data. The NMR signals simultaneously pass through four identical receiver channels.
Each channel has its own A/D converter and digital storage buffer. The buffer for
each channel is only large enough to store the data for a single excitation and thus
the data must be transferred to the computer between successive excitations. This is
done during a time that is normally used for acquiring other slices or echoes. Thus
for our experiment we sacrificed the ability to acquire multiple slices and multiple
echoes. Future hardware will not have this limitation.

The preamplifier gain and receiver gain in each channel was adjusted to be identical.
This results in NMR signals at the output of the receivers that all have the same
amplification, even under loaded conditions. NMR signal gains that are independent
of sample loading is another advantage of connecting low input impedance pream-
plifiers to the coils. To understand this effect, consider the preamplifier and attached
coil of Fig. 5. By design the preamplifier plus inductor is chosen to resonate with the
output capacitor (5, and to present a high impedance in series with the coil. Hence
the NMR voltage across C,, is independent of the series resistance R, (R, is the
combined coil and sample losses). In effect a low input impedance preamplifier attached
to a coil measures the open circuit voltage of the coil. Use of low input impedance
preamplifiers on receive is therefore analogous to transmitting with a low output
impedance power amplifier to force a constant voltage and thus produce a constant
NMR flip angle independent of sample loading (24).
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FI1G. 15. NMR phased array system architecture. Each coil has its own NMR receiver chain and 1024
deep digital storage buffer. All receivers operate from the same local oscillator frequency and the data on
all channels are sampled at the same time.

FIG. 16. Four sagittal images taken with the spine array shown in Fig. 13. Although all four coils are
simultaneously receiving data, there is no sign of coupling between coils. FOV = 48 cm, 512 X 512 pixels,
NEX = 2. 5 mm slice, T = 400 ms, T¢ = 20 ms, imaging time = 6:50, B = 1.5 T. Phase encoding is in
the y direction. Only the central 256 points in the horizontal direction are shown. Artifacts at the top and
bottom of the images are due to wraparound.
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Imaging results. Figure 16-22 show typical imaging results in the area of the lumbar
and thoracic spine. Figure 16 shows images reconstructed from the data acquired by
the individual coils in our four-element phased array. Note that although all four coils
are simultaneously active and receiving NMR signals, each image shows virtually no
coupling to other coils. If any significant signal was coupled to a given coil from
another, a partial image from the second coil would be superimposed on the first coil’s
image. As further evidence, each image contains only two nulls with each null cor-
responding to the location of a single conductor crossing the sagittal plane. If significant
signal was coupled between coils we would expect multiple nulls or at least significant
variation in the intensity corresponding to the conductor locations of the other coils.
Since the images show no significant NMR signal transferred between coils, we also
know that no significant noise is transferred and hence each coil is independently
receiving from its own region. The artifacts at the top or bottom of the images are not
related to coupling. These are wraparound artifacts which are automatically suppressed
in some of the composite images.

Figure 17 is a uniform noise image obtained by combining the four separate images
according to [33] with R, = | and Ry = 0, where | # k. Figure 18 is a uniform
sensitivity image obtained using [28] with R = 1land Ry = 0.

In constructing composite images, we ignored the correlated noise because our
analysis above indicates that the impact on the image will be small. Also, each coil in
the spine array loaded a similar amount and thus the noise resistances of the coils
were assumed to be identical. In general this is not the case and in the future we intend
to automatically measure the noise resistance by sampling the digitizer with the RF

FIG. 17. Uniform noise image. The data of Fig. 16 were combined using Eq. [33] with noise correlations
ignored (R, = 0, where i # k).
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transmitter off. This allows us to determine the noise resistance matrix on a patient
by patient basis, including noise correlations.

In Fig. 18 there is a variation of intensity on the anterior surface of the patient and
a more pronounced circular variation at the ends of the array, again inside the patient.
These variations are created by errors in the field calculation. Expressions for the
magnetic fields are obtained by integrating the Biot-Savart Law (Eq. [37] with |r —
'l = 5 mm) over a filament of current placed at the centerline of each coil. Since this
approximation is good for distances large compared to the wire size we observe intensity
variations in the portion of the image near the coils. The circular variations at the
ends of the array are more pronounced because there is no overlapping coil to provide
information in that region. In the region of the spine, however, the filamentary ap-
proximation is very good and the image is highly uniform.

Figure 19 is a sum-of-squares image. Note that the pronounced wraparound artifacts
at the top and bottom are not present to any significant degree in the uniform noise
image (Fig. 17); otherwise, both images are essentially identical. This is a good example
of poor artifact rejection of a sum-of-squares image, for reasons discussed earlier.

Hybrid images for improved display. Both the uniform noise image and the uniform
sensitivity images have aspects that are aesthetically displeasing. It is difficult to display
or photograph the uniform noise image in a satisfactory way because of dynamic range
limitations of the eye, monitor, and film. On the other hand, the uniform sensitivity
image can emphasize noise in regions of the image that are not of use or interest,

FIG. 18. Uniform sensitivity image. The data of Fig. 16 were combined using Eq. [28] with noise correlations
ignored (R = 0, where i # k). Note that on the anterior side of the patient near the edge of the image the
noise is amplified excessively.
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FIG. 19. Sum-of-squares image. The data of Fig. 16 were combined using Eq. [24] with noise correlations
ignored (R = 0, where / # k). Note the artifacts at the top and bottom of the image which appear as a
bright diagonal line. Except for this poorer artifact suppression this image is virtually identical to the uniform
noise image (Fig. 17).

especially near the edge of the image farthest from the array. We therefore find it
useful to use a hybrid approach that automatically produces a uniform sensitivity
image in regions with high SNR and a uniform noise image in the regions with
low SNR.

Equation [27] shows how to construct a uniform sensitivity image and [32] shows
how to produce a uniform noise image. The only difference between the two methods
is an extra factor of VbR 'b* in the denominator of [27] which is only a function
of the coils’ magnetic fields and the noise resistances. For purposes here we assign it
the variable ¥ = Vb R" 'b*. Physically, ¥ is a measure of the SNR as a function of
position, with larger values corresponding to points of higher SNR.

To construct a hybrid image we first determine W inax, the maximum value of V'
from calculated or measured RF field maps and noise resistances. The point in space
associated with this maximum is found near the RF coils because the maximum
occurs where the RF field is largest. At some distance from the coils the SNR is
reduced to a level such that noise dominates over the image data. We therefore assign
a threshold value of SNR, ¢W,,, where ¢ isa small number. For points with ¥ > eV o,
the data is combined as a uniform sensitivity image and for points with ¥ < €V nax
the data is combined as a uniform noise image. We have found that the exact choice
of e is not particularly important: ¢ can vary by a factor 5 or more and still produce
a uniform sensitivity region of the image and not magnify the noise level in other
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parts too much. This is because the useful portion of the image should have pixel
SNRs that are at least 20 (14).

To obtain a smooth transition between the uniform noise and uniform sensitivity
parts of the image, the solutions are matched in a continuous manner. From [27]
and [32] a hybrid image with this property is given by

1

—‘F if ¢ ; 6¢max
P=Cp'R'b | [57]
://T ) if ‘// < 6\;l/ma\ s
where
v = VbR 'b*. [58]

Figure 20 shows a hybrid image constructed with e = 0.02. The image has the best
overall properties of the uniform noise and uniform sensitivity image and results in
an outstanding 512 X 512 spin-echo image of the thoracic and lumbar spine acquired
in less than 7 min. Figure 21 is a 2>X magnification of the central portion of the image
showing detail.

Figure 22 shows results taken with a second four element spine array. The elements
in this array were chosen to be 8 cm versus 12, a better match to the depth of the

FIG. 20. Hybrid image. The data of Fig. 16 were combined using Eq. [57] with € = 0.02. In the regions
of high SNR, such as the spinal area, the image is a uniform noise image. In regions of low SNR, such as
the anterior side of the body the display is a uniform noise image.
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FIG. 21. 2X magnification of central portion of Fig. 20 showing detail. The image is equivalent to a 256
X 256 image with a 24-cm FOV.

spine (~7 c¢m). This resulted in 1.5 times greater SNR and allowed an increase in
resolution. The pixel size in Fig. 22/is 0.625 X 0.625 X 5 mm and the imaging time
was under 7 min. Since our hardware limits us to four coils, we reduce the FOV to
32 cm.

The SNR obtained with the two spine arrays was compared to the SNR obtained
with a single 15 X 30 cm rectangular coil. At the depth of the vertebral body (~7
cm), the four element spine array showed ~2 times higher SNR than the rectangular
coil and the spine array made with 8-cm surface coils achieved ~3 times the SNR of
the rectangular coil. These measurements are in reasonable agreement with our cal-
culated values in Fig. 10.

Making arrays with coils smaller than 8 cm are not expected to yield significant
further improvements in SNR at the spine. This is because a coil with a diameter /.
where d is the depth of interest, achieves 90% of the ultimate SNR limit (3, 4). We
do, however, expect a 20% further improvement in SNR by the addition of coils to
both sides of the linear array due to “quadrature effects” (4).

SUMMARY AND CONCLUSIONS

The results presented here show the first practical applications of truly simultaneous
imaging from an NMR phased array of closely positioned surface coils. By this means
we obtain the high SNR of a small surface coil over fields-of-view usually associated
with volume coils, with no increase in imaging time.
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F1G. 22. Uniform sensitivity image taken with the smaller four element spine array. The coils are 8 cm
wide. FOV = 32 cm. 512 X 512 pixels, NEX = 2. 5 mm slice, Tx = 400 ms, Ty = 25 ms, imaging time
6:50. The central 256 pixels in the horizontal direction are shown.

In order to accomplish this task we have eliminated interactions among coils by
overlapping adjacent coils and connecting all coils to low input impedance pream-
plifiers. Overlapping adjacent coils forces the mutual inductance between neighboring
coils to zero. By attaching all coils to low input impedance preamplifiers, we reduce
the current amplitude flowing in the coils during reception and essentially eliminate
the interaction with next nearest neighbor and farther coils.

To obtain the highest possible SNR at all points in the image, the data from each
of the coils must be separately received, stored, and then combined with weights that
depend on the location of the voxel. This has a profound impact on the system com-
plexity and software because the hardware and data handling requirements scale with
the number of coils.

A variety of mathematical algorithms were derived that determine weights for com-
bining both image and spectroscopic data. For high SNR, the most desirable method
[20] is the most complicated because it requires detailed RF field maps, correlated
noise measurements, and the manipulating of complex data. An algorithm which
combines magnitude images [22] does not require manipulation of complex image
data or knowledge of receiver phase shifts. A sum-of-squares method [24] has the
advantage that it does not use the coils’ positions or RF field maps. The simpler
methods lose only about 10% of the maximum possible SNR. The sum-of-squares
method has the additional disadvantage that it does not suppress artifacts as well as
the other techniques that use RF field maps.
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We derived uniform noise and uniform sensitivity methods for display of optimally
combined complex images (Eqgs. [27] and [32]) and optimally combined magnimd'e
images (Eqgs. [28] and [33]). Both approaches have identical SNRs but appear different
because of dynamic range limitations of the eve. monitor, and film. A hybrid approach
given by Eq. [57] combines the best overall properties of uniform noise and uniform
sensitivity images. It vields a uniform sensitivity image in regions of high SNR ang
limits the noise in low SNR regions.

Spin-echo images from two four clement spine arrays were acquired and varioyg
image combination techniques were applied to the data. For imaging the spine. mea-
surements of SNR using the phased array showed increases of 2 to 3 over that obtained
with a typical rectangular coil (30 X 15 ¢m) and FOVs of 48 and 32 cm. values
normally associated with volume body images.

The techniques described here are generic and apply to all forms of imaging and
spectroscopy where a large FOV is desired. We hope in the future to apply these ideas
to arrays of 16. 32. or even more coils. The improvements in SNR are substantial and
in the long term we believe that virtually all clinical imaging systems will use phased
arrays for most imaging and spectroscopy procedures. The development will be chal-
lenging since the resulting large amount of data will require a large increase in associated
hardware and software.
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