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Model-Free Arterial Spin Labeling Quantification

Approach for Perfusion MRI

Esben Thade Petersen,’? Tchoyoson Lim," and Xavier Golay'*"

In this work a model-free arterial spin labeling (ASL) quantifi-
cation approach for measuring cerebral blood flow (CBF) and
arterial blood volume (aBV) is proposed. The method is based
on the acquisition of a train of multiple images following the
labeling scheme. Perfusion is obtained using deconvolution in a
manner similar to that of dynamic susceptibility contrast (DSC)
MRI. Local arterial input functions (AlIFs) can be estimated by
subtracting two perfusion-weighted images acquired with and
without crusher gradients, respectively. Furthermore, by know-
ing the duration of the bolus of tagged arterial blood, one can
estimate the aBV on a voxel-by-voxel basis. The maximum of
the residue function obtained from the deconvolution of the
tissue curve by the AIF is a measure of CBF after scaling by the
locally estimated aBV. This method provides averaged gray
matter (GM) perfusion values of 38 = 2 ml/min/100 g and aBV of
0.93% = 0.06%. The average CBF value is 10% smaller than that
obtained on the same data set using the standard general
kinetic model (42 = 2 mi/min/100 g). Monte Carlo simulations
were performed to compare this new methodology with para-
metric fitting by the conventional model. Magn Reson Med 55:
219-232, 2006. © 2006 Wiley-Liss, Inc.

Key words: arterial spin labeling; deconvolution; cerebral blood
flow; arterial blood volume; regional perfusion imaging; 3.0
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Perfusion is a very important parameter that provides
pathophysiological information about the condition of an
organ. For instance, an accurate perfusion measurement
can demonstrate whether an ischemic organ is viable or
not. Another example is cancer, in which increased per-
fusion may be related to the aggressiveness (grade) of the
tumor. Currently, several methods based on magnetic res-
onance imaging (MRI), computed tomography (CT), or nu-
clear medicine imaging are capable of measuring perfusion
in different parts of the body.
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Among MRI methods, arterial spin labeling (ASL) tech-
niques have in recent years shown their potential for tissue
perfusion quantification (1). The complete noninvasive-
ness and nonionizing nature of the technique makes ASL a
very interesting method for studying perfusion in healthy
individuals or patients who require repetitive follow-ups.
With conventional radiological methods, such patients
could be exposed to an elevated risk of developing cancer.
Furthermore, the use of any radioactive tracers or exoge-
nous contrast agents, which are necessary in most conven-
tional techniques, may be restricted in patients with par-
ticular conditions, such as kidney failure, or in pediatric
populations. Finally, ASL-based methods are useful for
functional studies (2) and evaluations of new medications,
in which physiological changes due to the pharmacologi-
cal stimuli must be monitored over time (3).

The common goal of all existing ASL techniques is to
produce a flow-sensitized image (also known as a labeled
image) and a control image in which the static tissue
signals are identical. This is usually performed by invert-
ing or saturating the water protons in the blood supplying
the imaged region. After a delay between labeling and
image acquisition, called the inversion delay (TI), the la-
beled blood spins reach the capillaries, where they ex-
change with tissue water, giving rise to the perfusion sig-
nal. The subtraction of the label from the control yields a
difference signal that directly reflects local perfusion,
since the signal from stationary tissue is completely elim-
inated.

Quantitative CBF estimation is traditionally carried out
using the tracer clearance theory originally proposed by
Kety and Schmidt (4), and was first adapted to ASL exper-
iments by Williams et al. (5). This original model assumed
that the inverted arterial blood water is a freely diffusible
tracer, and therefore implied that the exchange of this
tracer with tissue water is instantaneous upon its arrival to
the parenchyma. The resulting model therefore described
tracer kinetics using a single compartment. Further as-
sumptions were made, such as the use of a nondispersed
square input function or negligible transit time of the
tracer. However, while the validity of such assumptions is
reasonable in healthy individuals, it becomes questionable
in pathological cases, and may result in biased estimation
of CBF. Buxton et al. (6) developed a general kinetic model
to describe the magnetization difference between the con-
trol and label experiments in ASL, which included effects
such as transit time.

Here we propose a model-free ASL quantification ap-
proach based on a deconvolution technique. Since the
method does not include any modeling of an exchange

219



220

mechanism, its usefulness is relatively universal through-
out the whole body. In the present study, brain perfusion
will be demonstrated. To calculate perfusion, the exact
temporal length of the bolus of tagged arterial blood, and a
precise acquisition of the arterial input function (AIF) and
the tissue curve at a high temporal resolution are required.
For this reason, a new pulse sequence was developed that
is capable of acquiring data at multiple time points while
providing a well defined bolus. This new sequence was
dubbed quantitative STAR labeling of arterial regions
(QUASAR) and uses the labeling module of the recently
published pulsed STAR labeling of arterial regions (PUL-
SAR) sequence (7). Both techniques are capable of per-
forming oblique labeling, which allows imaging of indi-
vidual perfusion territories (8). The combined method was
evaluated for cerebral blood flow (CBF) measurement in
13 healthy volunteers, and compared with the modified
standard general kinetic model (6,9).

THEORY
Perfusion Quantification

Perfusion imaging using ASL encompasses both physi-
ological mass transport and exchange mechanisms,
which are most often considered as linear stationary
systems for which superposition is applicable. In gen-
eral, the linearity of a system can be assessed if its
inputs and outputs are additive, and its homogeneity is
guaranteed if they can be multiplied by a scalar. Station-
arity implies time-invariance of the system’s response to
shifts in its given input. These are reasonable assump-
tions in an ASL perfusion experiment that lasts several
minutes, during which time no major physiological al-
terations are expected.

Assuming both time-invariance and mass conservation,
various methods for flow quantification have been pro-
posed (4). Among others, Meier and Zierler (10) employed
time-domain impulse functions to describe and compute
perfusion using convolution. This idea was used by Gob-
bel and Fike (11) and Ostergaard et al. (12) for model-
independent perfusion estimation by means of contrast
bolus tracking using CT and MRI, respectively. Using this
theory, the tissue perfusion F, is calculated using the de-
convolution of the tissue curve C(f) by the measured arte-
rial input function C,(1):

C(t) = F.C,(t) ® R(t) = th Cy(7)R(t — 7)d7 [1]

0

R(t) is the residue function that describes the fraction of
contrast that remains in the system after a given time t.
From the resulting product F, - R(t), F, can be separated
because R(0) = 1.

For pulsed ASL (PASL), single-compartment Kety mod-
els (13—-15) as well as more elaborate multicompartmental
approaches have been proposed (16,17). Buxton et al. (6)
described a general kinetic model for the magnetization
difference between labeled and control measurements us-
ing the convolution integral:

Petersen et al.
AM(t) =2 - Ma,o'f'J' c(t) r(t—7)-m(t—T1)dt [2]

where M, , is the equilibrium magnetization in a blood-
filled voxel, f is the perfusion value, c(t) is the delivery
function or fractional arterial input function (AIF), and
r(t-t) is the residue function that describes the fraction of
labeled spins arriving at a voxel at time 7 that still remains
within the voxel at time t. The magnetization relaxation
term m(t-7) quantifies the longitudinal magnetization frac-
tion of labeled spins arriving at the voxel at time 7 that
remains at time ¢.

The commonly used standard model for PASL is based
on the assumption of a uniform plug flow, and considering
relaxation, the delivery function can be expressed as

0, t<m,
oty =1 e, r,=t<m, [3]
0, tETd

where 7, = arterial transit time, 7, = time for the trailing
edge of the labeled blood bolus to reach the tissue, and
R,, = longitudinal relaxation rate of arterial blood.
Applying single-compartment kinetics, or instantaneous
mixing between arterial blood and tissue, Eq. [2] becomes

AM(t) =
0, t<mT,
—2-M o f
= 774 J ~Ri-t(q _ p—dR(t-Ta) T,=t<nT
SR € (1 e )! d
-2 .8;4“’0 ) fe*RIO'Td(l _ r*BR(l”rn)) . emepp(tf-rd)’ t=1y

[4]

where 8R = R,, - Ry, and R,,,, = B, + f/\, also called
the apparent tissue relaxation rate, and N is the blood-
tissue partition coefficient.

From Eq. [4] it can be seen that various parameters, such
as the transit time 7, and blood-tissue partition coefficient
\, must be estimated or measured in order to obtain quan-
titative CBF values. Traditionally, PASL has been per-
formed at a single inversion time point without informa-
tion about transit time, which can lead to serious errors in
the estimation of perfusion. To render ASL less sensitive
to transit time, sequences such as QUIPSS II and Q2-TIPS
(18,19) were developed. The principle of these techniques
is to saturate the part of the label that remains within the
labeling slab at a time delay that is short enough for the
trailing edge of the fastest blood to remain within the
inversion slab. However, if the distribution of transit times
is wide (e.g., as in patients with atherosclerosis), these
methods will fail. This problem can be solved by acquiring
images at multiple inversion times and thereby measuring
the entire AM curve. This lengthy process may not be
applicable for clinical examinations, since typically
30—-40 pairs of subtracted control and labeled images are
required to obtain the desired signal-to-noise ratio (SNR)
in the perfusion-weighted maps.
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FIG. 1. Multiple time points after labeling of arterial spins in a single-slice of the human brain acquired (a) without elimination of the
intravascular signal, and (b) with elimination of the intravascular signal using a bipolar crusher (V... = 3 cm/s).

An elegant solution to this problem was formulated by
Giinther et al. (9), who proposed to measure the ASL signal
at multiple inversion times in a single scan by means of a
Look-Locker-like readout (20). In that study, absolute CBF
was also obtained through the use of an adapted pre-
defined model. The general model was modified to accom-
modate multiple low-flip-angle readouts by substituting
R,y .pp in Eq. [4] with Ryppep = Ri + fIN — In(cosd)/ATI
where ¢ is the flip angle, and ATI is the interval between
the excitation pulses. Hendrikse et al. (21) recently applied
a similar scheme using the transfer-insensitive labeling
technique (TILT).

However, if we knew the exact shape of the fractional
arterial input function c¢(t), we could perform a deconvo-
lution of Eq. [2] without the need for any assumptions
concerning the length of the bolus, the spatial variability of
the blood—brain partition coefficient A, or the number of
compartments necessary to fully explain the measured
perfusion-weighted signal.

Given that c(t) also describes the inflowing magnetiza-
tion, we obtain the AIF as measured in a voxel filled with
arterial blood if we multiply c(t) by the magnetization
difference 2 - M, ,

AIF(t) = 2+M,,* c(t) [5]

A deconvolution of the measured perfusion-weighted sig-
nal time curve AM(t) by this AIF provides the residue

function multiplied by the relaxation function and the
perfusion rate:

f-Rt—r1)=f-r(t—1) m(t—1) [6]

By definition, the residue function R(t - 7) is a positive,
decreasing function with R(0) = 1, and the flow f can be
obtained from the maximum of R without any other as-
sumption needed. The only remaining unknown is the AIF
itself.

In ASL data, one often sees vascular artifacts associated
with inflow of labeled arterial blood into the arteries. In
order for Eq. [4] to be valid, there should not be any
remaining labeled blood within the vasculature. However,
very often, such an assumption cannot be made, because
many voxels contain a feeding or traversing artery, which
causes substantial overestimation of the perfusion. Ye et
al. (22) proposed the use of bipolar crusher gradients to
dephase the moving spins in order to eliminate the signal
from the large arteries. Two series of such noncrushed and
crushed (any spin with a mean velocity > 3 cm/s) ASL
data are shown in Fig. 1. The arterial contribution is easily
seen, especially in regions with a large number of arteries.
Note also the later arrival of the bolus in the crushed ASL
series, which is to be expected since these spins must
traverse the branching macrovasculature before they reach
the tissue where they can exchange. This early vascular
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“artifact” in fact holds information about the actual shape
of the AIF, even though it is mixed up with the perfusion
signal arising from the microvasculature. By subtracting
the crushed signal curve from the noncrushed one, one
obtains the shape of the AIF; however, this cannot be
properly scaled if we do not know the volume fraction of
the arterial blood.

Arterial Blood Volume (aBV)

In order to normalize the AIF, both the duration of the
label and the value of M, , must be known, according to
Eq. [5]. The duration of the label 1, is obtained in our case
by using a Q2-TIPS-like method (see “Labeling Sequence”
above), while M,, , can be estimated from the sagittal sinus,
which is the only vessel that is large enough to avoid
partial volume effects. The AIF also must be scaled to the
correct aBV fraction on a voxel-by-voxel basis, since there
will always be partial volume effects at the resolution
usually employed in ASL. This can be performed by com-
paring the area under the local AIF with the calculated
bolus area 2 - M,, , * 7;,, while taking into consideration the
longitudinal relaxation of the blood T, , during its transit
time 7,,. Furthermore, it is important to note that from the
arrival of the bolus in a voxel at time 7, to the arrival in the
microvasculature T, the label will experience multiple
saturation pulses due to the Look-Locker readout scheme.
Therefore, the AIF must be corrected by the factor (9):

cos"o, where n= ﬂoor(TmA;ITa> [7]

Finally, taking the inversion efficiency « into account,
AIF(t) can be expressed as

AIF(t) = 2+ M, - cos"d - c(t) [8]

where

1
AM, (1) — AM_(t))eTw ~(1+(rm—1a))
C(t) = ( ( ) ( )) e Tha *Tph [9]

f (AM,o (1) — AM, (1) eTudt

—o

Here, AM,,., and AM,, are the noncrushed and crushed
data, respectively. In our case, a was estimated to be 1.0,
and n was calculated by detecting the rising edge of the
AIF and the tissue curve to obtain 7, and 7,,, respectively.

Finally, the area of the local AIF can be calculated and
corrected for T,, relaxation of labeled arterial blood. The
ratio of this area and the one corresponding to an initially
labeled “blood-filled” voxel will give the aBV. Both are
calculated as part of the above procedure, and the aBV can
be expressed as

* 1
f (AMncr(t) - AMrt(t))emdt
aBV=—

2-M,oTp [10]

Petersen et al.

Note that the cos”¢ factor in Eq. [8] is not present, since it
can be assumed that all arterial blood will be renewed
between two consecutive excitation pulses.

The use of crushed and noncrushed dynamic ASL data
to estimate the aBV was previously suggested by Barbier et
al. (23).

MATERIALS AND METHODS
Labeling Sequence

To calculate absolute blood flow by means of deconvolu-
tion, one must know the exact temporal length 7, of the
bolus of tagged arterial blood. For this reason we devel-
oped a new MRI pulse sequence, named quantitative
STAR labeling of arterial regions (QUASAR). It combines a
pulsed STAR labeling of arterial regions (PULSAR) label-
ing technique (7) with a Look-Locker strategy for sampling
at multiple time points (20) and a repetitive Q2-TIPS-like
bolus saturation scheme for clear definition of the arterial
blood bolus (18,19). The general scheme of the QUASAR
sequence is depicted in Fig. 2.

The PULSAR labeling scheme is described in detail
elsewhere (7). In short, this sequence consists of a multi-
slice-capable modified EPI signal targeting by alternating
radiofrequency pulses (EPISTAR) sequence (24) that is
preceded by an optimized four-pulse water suppression
enhanced through T,-effects (WET) saturation pulse (25),
and is followed by an additional saturation pulse, in a
manner similar to the QUIPSS I sequence (19) for a clean
temporal definition of the start of the bolus. This combi-
nation allows the angulation of the labeling slab (green/
yellow slab in Fig. 2f) in any direction and therefore per-
mits the selective labeling of individual arteries (7,8). The
WET saturation technique was chosen for its insensitivity
over a broad range of B,-field inhomogeneities and T,
values. Using an interpulse interval of 10 ms and optimiz-
ing for 400 = T, = 4200 ms and AB, = =10%, the resulting
flip angles were (7): 6, = 88.9°, 6, = 98.7°, 6, = 82.5°, and
0, = 159.0°. During the STAR spin preparation, control
and labeling pulses are performed at the same location,
and to induce identical magnetization transfer effects in
both cases, the RF power of the first labeling 180° inver-
sion pulse (green in Fig. 2a—d and f) is counterbalanced
using two consecutive adiabatic pulses of half RF power
during the control phase, leading to a net 180° + 180° = 0°
pulse (yellow in Fig. 2a—c, e, and f). Conventional adia-
batic hypersecant pulses are used here (13.3 ms long, with
a bandwidth of 1.2 kHz and a B, field of 13.5.T and 9.55
wT for the labeling and control experiments, respectively).
Finally, to ensure identical timing between both labeling
and control experiments, a single 90° dephasing pulse
follows the spin preparation phase (blue in Fig. 2b—d and
f).
The readout is performed using a conventional multi-
slice, single-shot, gradient-echo EPI sequence with a small
flip angle. Each slice acquisition is preceded by a bolus
saturation in a slab applied inferior to the volume of in-
terest (cyan slab in Fig. 2f) within the period 7, <t < 1,7
(Fig. 2a). Its width must be chosen according to the time
between successive slice acquisitions (typically on the
order of 40—60 ms) and the expected speed of the blood in
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FIG. 2. QUASAR sequence. a: The overall structure, showing the spin preparation (labeling/control) followed by the multi-time-point,
multislice readout that is interleaved with a bolus saturation sequence for the duration 74 (shown in gray). T, is the temporal length of the
labeled bolus. b and c: The sequence components of the noncrushed and crushed experiments, respectively. d and e: The actual RF and
gradient scheme for presaturation, label/control, postsaturation, bolus saturation, and excitation followed by readout with or without
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acquisition with bolus saturation.
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order to reach proper bolus saturation (18). More precisely,
the bolus saturation must be initiated before the fastest-
flowing trailing edge of the tag leaves the inversion region.
The duration 1, during which this saturation is applied
should be long enough so that the remaining part of the
label will be saturated, but short enough to allow fresh
blood to fill up the vessels before the next spin prepara-
tion. Finally, the whole experiment is done twice, with
(Fig. 2c¢) and without (Fig. 2b) additional “crusher” or
bipolar gradient pulses to allow elimination of the signal
from fast-moving spins (22).

MR Experiments

All experiments were performed on a 3.0 T Philips Intera
Imager (Philips Medical Systems, Best, The Netherlands)
equipped with Master gradients (30 mT/m strength and
120 mT/m/ms slew rate). All images were acquired using
the quadrature body coil as transmit coil for optimal B,
homogeneity, and a dedicated eight-element phased-array
receive head coil (MRI Devices Corp., Waukesha, WI,
USA).

The experiments were run under a general protocol for
pulse-sequence development approved by the local ethics
committee, and 13 normal subjects gave written informed
consent before they participated in the study. In addition
to perfusion ASL experiments, the scan protocol consisted
of a conventional localizer, a sensitivity encoding (SENSE)
reference scan, and a T,-weighted image to provide struc-
tural information about the location where the perfusion
images would be acquired. The QUASAR pulse sequence
was performed using the following protocol: four slices;
slice thickness = 7 mm; ascending slice order; slice gap =
2 mm; matrix = 64 X 64; FOV = 240 mm; flip angle = 30°;
TR/TE = 4000/23 ms; TI,/ATl/7,/t, = 50/200/1050/
2250 ms; number of acquisition time points = 18; single-
shot EPI; SENSE factor = 3.0; inversion slab width =
150 mm; slice/inversion gap = 30 mm; V. = [%, 3 cm/s];
and 40 pairs of control and labeled scans for a total scan
time of 10 min 40 s. This four-slice protocol forms the
basis of the experiments described below, and only the
deviations will be mentioned in the following text. In
addition to this standard scan, one or more experiments
were added per volunteer to test the validity of the various
assumptions required by the technique, while keeping the
scan time within 1 hr.

The first experiment was designed to optimize the value
of the “crusher” gradients. The cutoff velocity of the bipo-
lar gradients was set at six different levels: V. = =, 5, 4,
3, 2, and 1 cm/s. The QUASAR sequence was then run in
a single-slice mode, without application of the Q2-TIPS
scheme, with ATI = 100 ms and 27 acquisition time points
repeated 30 times.

The second experiment was performed to validate the
assumption that arterial blood is completely renewed be-
tween successive excitations. This was done by using dif-
ferent flip angles in the Look-Locker readout scheme,
which would vary the level of saturation of the blood
remaining in a voxel. This in turn would result in a reduc-
tion of the calculated blood volume at high flip angles.
Two different protocols were used in this case. In the first
one, a single-slice experiment was performed using 10°,
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25°, and 60° flip angles with ATI = 100 ms, and 26 acqui-
sition time points. This experiment was then repeated in a
four-slice protocol that was in all ways similar to the
standard one, with two flip angles of 10° and 30°.

In a third experiment the bolus duration 7, was adjusted
for optimum perfusion signal. Images were acquired at
four different 7,’s (850, 1050, 1450, and 1850 ms), which
made it possible to estimate when the trailing edge of the
bolus reached the superior edge of the inversion slab.

The fourth experiment was designed to test the eventual
saturation effect experienced by the traversing blood mov-
ing from lower to upper slices. It consisted of the standard
protocol, although the position of the slices were adjusted
in such a way that the lower slice in the second experi-
ment would correspond to the location of the upper slice
in the first one, while everything else was kept identical.
Analyzing the perfusion values from slice 4 in the first
scan, and slice 1 in the second scan provides a means of
measuring eventual differences in calculated flow caused
by saturation of supplying blood label to the upper slice of
the first scan. TI, was changed from 50 to 200 ms in the
second scan in order to acquire those particular slices at
the same TL

Postprocessing

All images were exported to a Windows PC running IDL
6.0 (Research Systems Inc., Boulder, CO, USA). If neces-
sary, motion correction was performed (26), and pairs of
images that showed strong motion artifacts were discarded
prior to averaging. The raw images were then modulus-
subtracted to produce AM images. From these images, two
perfusion maps were calculated: one that used the new
deconvolution method, and one based on a parameter fit to
the modified standard model as described by Giinther et al.
(9). In particular, for the fitting of R,,,,.; and subse-
quently CBF values, a Levenberg-Marquardt (27) least-
squares algorithm was used.

M, , was measured in a single voxel within the sagittal
sinus in the most superior slice to ensure inflow of non-
saturated venous blood. To compensate for the differences
in R,* of venous and arterial blood, and include the ex-
pected inversion efficiency, the measured M, , was multi-
plied by a conversion factor of 1.73. This factor is based on
estimated R, ,* and R, ,* values of 18.8 [s™'] and 46.2 [s™']
at 3T (P.C.M. van Zijl, personal communication), as well as
a measured inversion efficiency of 0.91 (see “Potential
Issues” in the Discussion section).

The relaxation of blood T,, was set to 1650 ms (28). In
the case of the standard fit, n in Eq. [7] was chosen to be 2,
whereas in the deconvolution method it was calculated on
a voxel-by-voxel basis.

Deconvolution

The estimation of the residue function R(t - 1) and f can be
performed using a deconvolution method. However, it is
known that in the presence of noise, numerical deconvo-
lution becomes an ill-conditioned problem, and some reg-
ularization is needed to achieve stability in order to reach
reasonable solutions. By comparing different deconvolu-
tion methods for estimating perfusion using DSC tech-
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niques, Ostergaard et al. (12) found the singular value
decomposition (SVD) technique to be stable even at rela-
tively low SNR. The nature of the subtracted perfusion
signal in an ASL experiment is very similar to the one
obtained using contrast agents, although the bolus dura-
tion and sampling rate both differ. The discretized form of
the deconvolution can be written as:

AM(t) = ATI- f+ > AIF(t) - R(t,— t)

[11]
i=0
By expanding it into matrix notation:
AM(t,)
AM(t,)
AM(ty-) |
A1F(t,) 0 cee 0
A1F(t A1F(t .
_atrg ) () .
| A1F{ty) A1F(ty,) A1F(t,)
R(t,)
R(t
M e
R(ty-1)

The solution of the above equation can be obtained using
SVD. A straightforward method of regularization, known
as truncated SVD, is to threshold the singular values ob-
tained by this algorithm, neglecting smaller values below a
preset tolerance. This will in turn stabilize the system by
lowering its rank. The flow fcan then be obtained from the
maximum of R. However, this method has been shown to
be sensitive to both dispersion and delay. Wu et al. (29)
proposed a modified version of the truncated SVD using a
block-circulant deconvolution matrix that is insensitive to
these effects, known as “circular SVD.” This method was
chosen for the computation in our case and was imple-
mented using the SVDC algorithm (30).

Local AIF Selection

Localized AIFs were selected on the basis of aBV. Typi-
cally, voxels with more than 1.2% aBV were selected to
avoid using ill-defined AIFs. The Euclidean distance was
then calculated between any voxel to the nearest valid
AIF. If more than one AIF was found at the same distance,
the averaged AIF was then used to further calculate the
perfusion.

Edge Detection

To scale the AIF correctly, the onsets of the AIF (r,) and of
the tissue curve (7,,) must be assessed. To measure these
onsets, we used the edge detection algorithm originally
proposed by Canny (31). In its actual implementation, the
perfusion-weighted signal is first convolved with a Gauss-
ian function and subsequent maxima are detected using a
partial derivative of the resulting signal. The derivative is
calculated by convolution with a standard Sobel kernel.
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Simulations

The SVD deconvolution method and the Levenberg-Mar-
quardt least-squares fit were tested to estimate their re-
spective performance in the flow range of 10-150 ml/
100 g/min at SNR levels of «, 15, 10, and 5. This was done
mainly to estimate potential systematic errors, and was not
intended to be a study of algorithm performance. A total of
5000 repetitions were carried out for each combination
using a Monte Carlo approach. The input function was
convolved by a Gaussian dissipation (32), and the standard
fast-exchange Kety model was used for the vascular kinet-
ics (6,9). Data were simulated with a sampling rate of
200 ms and 18 time points, similarly in all ways to our
standard scan protocol.

An additional simulation was performed to test the po-
tential error made by extracting AIFs from modulus in-
stead of complex subtraction of labeled from control scans.
This error may be more important in vessels that show a
large arterial fraction. Therefore, a simulation of the error
made in a voxel filled with 20% arterial volume was car-
ried out. For both simulations, tissue and blood relaxation
T, and T, , were set to 1.1 s and 1.65 s, respectively.

RESULTS
Simulations

Figure 3 shows the results from the Monte Carlo simula-
tions, in which estimated flow vs. true flow values are
plotted for different SNRs. The simulated mean flow val-
ues using the SVD method are shown as filled circles in
Fig. 3, while values calculated using the standard kinetic
model are shown as open circles. Note that only half of the
standard deviation (SD) is plotted in each case. Table 1
shows simulated flow estimates at three different values
(30, 60, and 90 ml/100 g/min) that match white matter
(WM) and low and high gray matter (GM) values, respec-
tively, and for each SNR level (%, 15, 10, and 5). For
instance, in the case of 60 m1/100 g/min and SNR = 10, the
simulated flow values were 50 = 11 and 64 * 27 (mean *
SD) for the deconvolution approach and parameter fit,
respectively. This corresponds to a deviation of -17% and
7% from the true flow for deconvolution and fit, respec-
tively.

Figure 4 demonstrates the potential error that can be
made when a modulus-subtraction of the arterial signal (as
performed in our case) is used instead of a correct complex
subtraction. It can be seen that the error is very small and
concerns primarily the first ~200 ms after the labeling.

MR Experiments

Perfusion maps were obtained in all 13 volunteers. The
perfusion values are summarized in Table 2. The averaged
CBF values across subjects were 32 = 1, 38 = 2, and 23 *
1 ml/100 ml/min (mean = SEM) for total matter, GM, and
WM, respectively, using the deconvolution method, and
38 = 2,42 = 2, and 34 = 1 ml/100 ml/min, respectively,
when fitted to the standard kinetic model. The averaged
aBV values were 0.81% = 0.04%, 0.93% = 0.06%, and
0.33% = 0.02% (mean = SEM) for total matter, GM, and
WM, respectively, among all subjects. Figure 5 shows a
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deconvolved CBF-map (a), fitted CBF-map (b), aBV-map
(c), and fitted R app,efr Map (d) of a representative volun-
teer.

From the results of the first experiment aimed at select-
ing an appropriate crusher level for our scan protocol, the
flow was measured by fitting the perfusion-weighted sig-
nal using the standard kinetic model. The resulting flow
distributions for GM at different crusher gradients levels
are shown in Fig. 6, while image time series from this
experiment are displayed in Fig. 1. The mean calculated
CBF values were 108 = 130 ml/100 ml/min, 49 * 27
ml/100 ml/min, 54 * 29 ml/100 ml/min, 47 = 28 ml/100
ml/min, 41 * 23 ml/100 ml/min, and 39 * 26 ml/100
ml/min (mean = SD) for crusher levels of V. = =, 5, 4, 3,

Table 1

d 0 20 40 60
True Flow [ml/100g/min]

80 100 120 140

2, and 1 cm/s, respectively. For segmentation, voxels were
considered as belonging to GM if their R, ,,, ., was within
the range of 0.6-1.2 s (T}, . = 0.83-1.67s), and like-
wise WM voxels consisted of those within the range of
Ryappesr = 1.2=2.0 57" (T 4pp p = 0.5-0.83 s). This seg-
mentation was based on the histogram of R, ,,, .,y values of
all volunteers. It was used for all experiments.

In the first part of the second experiment, the GM aBV at
different flip angles was measured to be 1.04% = 1.68%,
0.75% = 1.16%, and 0.52% = 1.21% (mean * SD) for flip
angles of 10°, 25°, and 60°, respectively, corresponding to
a reduction of 20% and 50% of aBV at 25° and 60° with
respect to 10°. These were acquired with a slice thickness

of 7 mm and a ATI of 100 ms. In another volunteer, the

Flow Estimates Using Monte Carlo Simulations for Deconvolution (CBF,) and Fit to the Standard Model (CBF,)*

CBF, [mL/100 mL/minute]

CBF, [mL/100 mLI/minute]

SNR
30 60 90 30 60 90
© 28+0 55+0 830 260 52+ 0 78*+0
1 255 51+9 76 =14 31 =13 63 = 27 81 =17
5
1 25+5 50 = 11 75+ 16 32 +13 64 = 27 86 = 25
0
5 26 +8 53 = 16 78 = 23 36 = 15 70 = 31 93 = 35

*Values for each combination (n = 5000) are mean + SD. Simulation parameters: Tissue relaxation Ty _ 11 s, viood relaxation 71, = 1-69°S,
blood-tissue partition coefficient A = 0.9, flip angle & = 30°, AT = 200 ms and 18 sample points.
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FIG. 4. Effects of modulus subtraction of the labeled and control
images for the AIF are simulated in the case of 20% aBV in a voxel.
The label and control relaxation curves are plotted for tissue and
blood relaxation T, and T, , = 1.1 s and 1.65 s, respectively. The AIF
curves simulated for modulus and complex acquisition are shown.

same slice thickness was used, but with a ATI of 200 ms at
10° and 30°, giving aBV values of 0.69% * 1.39% and
0.75% * 1.50%, respectively.

The mean aBV values from the third experiment were
0.75% = 1.50%, 0.69% = 1.44%, 0.68% = 1.09%, and
0.64% = 0.98% (mean = SD) for bolus durations T, of 850,
1050, 1450, and 1850 ms, respectively.

Saturation effects on traversing blood supplying supe-
rior slices resulted in the following CBF values: 28 * 16
ml/100 ml/min, 36 = 12 ml/100 ml/min, and 19 * 10
ml/100 ml/min (mean *= SD) for total matter, GM, and
WM, respectively, for the fourth slice of scan 1. On the
other hand, the lowest slice of scan 2 resulted in the
following CBF values: 27 = 18 ml/100 ml/min, 35 *= 11
ml/100 ml/min, and 23 * 13 ml/100 ml/min (mean *+ SD).
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DISCUSSION
Simulations

From Fig. 3a—d it can be seen that the SVD algorithm has
a tendency to underestimate the flow, while values calcu-
lated using the standard kinetic model seem to be more in
line with the true flow values. An exception to this is
infinite SNR, in which case the SVD actually performs
better.

In general, the SDs of the fits are larger than those ob-
tained by SVD, especially in the physiologically relevant
range of 0—80 ml/100 g/min. However, this difference
depends on the priority of the methods used (i.e., whether
accuracy or precision is favored). In the present simula-
tions the fit showed a higher accuracy but a lower preci-
sion compared to the SVD method. For instance, if an SVD
threshold that resulted in a more accurate mean CBF were
chosen, it would be at the expense of a lower precision.

A certain underestimation of the flow by SVD is ex-
pected because regularization is known to underestimate
flow, as is also seen in DSC-MRI and similar applications
(29). Furthermore, it should be kept in mind that the data
were simulated using the fast-exchange model, and the fit
algorithm was fed with the true T, which induced
some bias between both methods.

As regards the use of modulus instead of complex sub-
traction for AIF extraction, it can be seen from Fig. 4 that
even in the case of 20% of aBV in a voxel, which occurs
only rarely at our resolution (voxel volume = 98 mm?®), the
effect will not persist after approximately 200—-300 ms.
Since our first sampling time is at 50 ms, when the blood
has not yet flowed through the 30-mm gap between the
labeling and the image plane, and the second sample is
acquired 200 ms later, this phenomenon is unlikely to
affect our data analysis.

app.eff

Optimized Crusher Size

From the mean CBF values, as well as the histogram in Fig.
6, it can be seen that without bipolar crusher gradients, the

Table 2
Flow Estimates from 13 Subjects, Using Deconvolution (CBF,) and Fit to the Standard Model (CBF,) as well as Arterial Blood Volume
(@Bv)*
CBF, [mI/100 ml/min] CBF, [mI/100 ml/min] aBV [%]
Subject
Total GM WM Total GM WM Total GM WM

1 29 35 19 36 39 31 0.87 1.04 0.35

2 33 38 22 42 47 37 0.75 0.81 0.29

3 32 38 21 37 42 32 0.81 0.75 0.23

4 27 35 18 32 38 27 0.81 0.98 0.35

5 36 45 25 39 44 36 1.10 1.39 0.46

6 27 34 18 36 141 34 0.69 0.87 0.40

7 35 42 25 42 47 36 0.81 0.98 0.29

8 30 38 21 36 42 29 0.75 0.98 0.35

9 34 26 18 23 24 30 0.87 0.52 0.35

10 39 47 28 44 51 38 0.98 1.10 0.35

11 32 36 26 35 39 34 0.58 0.69 0.29

12 39 49 29 49 56 44 0.75 0.92 0.29

13 27 31 23 35 36 36 0.81 1.10 0.35

Total 32 =1 38 +2 23 + 1 37 +2 42 + 2 34 + 1 0.81 = 0.04 0.93 *+ 0.06 0.33 = 0.02

*Voxels were considered to be in the gray matter (GM) and white matter (WM), respectively, if their T,,,, o Was: GM = 0.83 < T, o5 <

1.63s, WM = T, o < 0.83. Values are mean/(mean = SEM).
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general kinetic model will lead to gross overestimation of
the perfusion values. This is a common problem that is
linked to the acquisition of a train of observations after a
single spin preparation sequence (9,21). In single time-
point ASL studies, this phenomenon is less pronounced
because the inversion time is often chosen in the range of
1.2-1.7 s, which suppresses the inflow effect that is
present at short inversion times. Thus, it can be noted that
the application of even small gradients of V.. = 5 cm/s
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FIG. 6. Flow distribution from fitted GM perfusion at five velocity
encoding levels. Intra-arterial flowing blood signal was eliminated by
the use of bipolar gradients (V. = », 5, 4, 3, 2 and 1 cm/s) prior to
readout.
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narrows the flow distribution to more physiologically rea-
sonable values. Even more interesting is the observation
that the flow distribution does not change considerably
even when crusher gradients are increased to V., =
1 cm/s, which corresponds to a diffusion weighting of b =
8.8 s/mm?. This observation implies that the gain in flow
accuracy by selecting very small V_,, values, which ide-
ally could be only slightly higher than the expected blood
velocity of 0.2-5.0 mm/s in the capillary bed, would be
canceled out by extended TE and decreased SNR. There-
fore, a crusher gradient corresponding to V.. = 3 cm/s
(b = 1.7 s/mm?) was chosen as a trade-off.

Validation of the Assumptions

Results from the experiment with varying flip angles show
that in the case of a 7-mm slice thickness and a sampling
rate of 100 ms, saturation of the arterial blood occurs
within the slice. It can be concluded that the labeled blood
in the larger arteries is not refreshed between two consec-
utive excitations, which in turn gives rise to underesti-
mated aBV. This can be solved by decreasing either the
slice thickness or the sampling rate. To maintain the SNR,
we reduced the sampling rate to 200 ms. The second
experiment shows similar values for flip angles of 10° or
30°, indicating that the assumption of refreshment of la-
beled blood between excitations can be considered ful-
filled in that volunteer. The lower sampling rate is in any
case necessary for multislice acquisition. However, in gen-
eral, ATI and the slice thickness should be chosen care-
fully to avoid saturation of feeding or traversing blood
vessels. For example, this is especially important for el-
derly patients with compromised arterial blood circula-
tion. Moreover, in cases in which very low perfusion oc-
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curs, this can potentially affect the local aBV estimation,
whereas the AIFs used for perfusion quantification are
chosen according to a minimum aBV. If this minimum
value is attained, it means that the mean velocity of the
arterial blood is higher than or equal to the chosen velocity
encoding used for the crushers, and refreshing of the la-
beled blood can therefore be ensured.

For absolute flow quantification, we need to be certain
that the decided bolus duration is obtainable. In particular,
the fastest-flowing blood in the bolus should not leave the
labeling region before the saturation pulse train is applied.
In the original Q2-TIPS paper (18), the time before arrival
of the trailing edge of a 10-cm inversion slab was estimated
to be around 700 ms. The present protocol instead uses an
inversion slab of 15 cm, thereby extending the bolus du-
ration. The mean aBV values from the third experiment
were all within the range of error for bolus durations T, of
up to 1450 ms, while they started to decrease at 7, =
1850 ms. Therefore, to ensure a clear bolus definition in all
subjects, a conservative bolus duration of 1050 ms was
chosen for the experiments.

Saturation effects on traversing blood supplying supe-
rior slices were negligible with a total mean CBF value of
28 * 16 vs. 27 = 18 ml/100 ml/min (mean = SD) for the
case of possible saturation (using the upper slice of a
four-slice experiment) and the one without (using the low-
est acquired slice). Therefore, this effect apparently does
not impair our results in a first approximation.

Comparison of the General Kinetic Model and
Deconvolution

Generally, our method provided CBF values that were
10% lower than those obtained using the general kinetic

model, although both values fall within the range of pub-
lished literature (9,21,33). Figure 7a shows a typical AIF
measured in the GM. Tissue curves from GM and WM are
shown in Fig. 7b and c, respectively. The resulting residue
function for the GM area is shown in Fig. 7d, and in this
particular case it corresponds to a perfusion of 70 ml/
100 g/min. There could be several reasons for this differ-
ence. The deconvolution method is known to underesti-
mate the true flow (12,29,34-36), as also shown in Fig. 3
using our Monte Carlo analyses. The fitting to the general
model assumes a typical boxcar AIF shape and uses the
solution for a single compartment. Eventual violation of
one or more of these assumptions can change the final
estimate in either direction. However, the error is less than
that predicted by the Monte Carlo simulations, where an
underestimation of 17% was shown at a true flow of 60
ml/100 g/min. This better performance could reflect the
fact that the distribution of the real AIF is more dispersed
than the one used for the simulations, which would influ-
ence both the fit and deconvolution.

Another difference is the GM/WM ratio: while the de-
convolution methods yield a ratio of 1.7, the three-param-
eter fit yields a relatively smaller ratio of 1.2. This overes-
timation of CBF in WM is typical of a three-parameter fit,
which will try to fit a curve to even very poor SNR data, as
are sometimes found in WM. In that regard the SVD
method is less sensitive, since such low SNR data will
only be scaled to the maximum of the residue function
without additional extrapolation.

Generally, a difference of 10% seen in relation to the
available SNR in ASL data will be within the range of
error, and further optimization of both methods might
narrow that difference. The SVD algorithm is known to be
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a robust regularization tool, and hence this approach was
chosen for these preliminary tests. In future studies, other
methods (e.g., Wiener-filtered-Fourier methods or the ex-
pectation-maximization method) could be tested for their
performance in this particular application (11,37). To fur-
ther validate the new approach, comparisons with other
modalities (e.g., DSC-MRI and PET) are needed.

Having acquired the AIF, another way to analyze the
data could be to convolve the AIF with an exponential
residue function, as used in the standard model. This
could then be used as an input to the fitting algorithm,
which would avoid the inversion problem. However, the
residue function must be assumed, and the T, or T, ot
would have to be measured, which would introduce addi-
tional errors.

Nonetheless, we believe our approach is well suited for
quantitative perfusion imaging because the AIF is mea-
sured within or in the vicinity of the voxel, and kinetic
assumptions about fast or intermediate exchange rates be-
tween multiple compartments can be avoided. In relation
to other deconvolution-based methods, such as DSC-MRI
(12) or CT perfusion (11), the fact that no partial volume
effects occur when the local AIF time curves are selected
in the ASL approach is a clear advantage. Furthermore, in
DSC-MRI, for instance, assumptions about the linear rela-
tionship between AR,(t) and the contrast concentrations
must be made. This is contrary to ASL, where a direct
linear relationship exists between labeled spins and the
observed perfusion signal.

aBV

The average aBV of 0.81% (shown in Table 2) is in line
with values published recently by An and Lin (38), who
reported a total blood volume of 3.2% and a venous to total
blood volume ratio of 0.77. In our case, such a ratio would
give a total CBV of 3.5%. The GM blood volume would
then be 4.0%, in agreement with earlier PET measure-
ments (39). It can be seen from Fig. 5¢ that the larger blood
volumes are seen at the periphery of the cortex, or where
large arteries intersect with the measured slice, in accor-
dance with anatomical knowledge. The WM aBV was
0.3%, and as a result of the small aBV in WM, the signal
differences between the curves measured in the crushed
and noncrushed scans are small. Therefore, the AIFs used
in WM were usually taken from the surrounding GM re-
gions.

Potential Issues

ASL methods rely on correct measurements of the arterial
blood equilibrium magnetization M, , to calculate absolute
quantitative perfusion. However, in practice it is difficult
to find arterial vessels that are totally filled with blood;
hence, in this study the same value was taken for both
methods from the sagittal sinus, where chances that the
surrounding tissue will give rise to partial volume effect
are minimal but still potentially present. It should be
noted that although ideally the M, , is determined, we
instead measured M, ,, which can differ due to differences
in T,* between deoxygenated and oxygenated blood. Sil-
vennoinen et al. (40) investigated the dependence of blood
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R, and R,* at different field strengths and showed that
blood relaxation parameters relate parabolically to the ox-
ygenation saturation fraction Y:

Ry=A*+B*(1—-Y)+ C*(1 — Y)? [13]
where A*, B*, and C* were measured to be 18, 39, and 119,
respectively, at 3T, and for a hematocrit fraction of 0.44
(P.C.M. van Zijl, private communication). In gradient-echo
acquisitions, this would therefore lead to a rather large
underestimation of M,, , depending on the TE selected. For
this reason, the value for M, , was corrected in the present
study using Eq. [13].

In fact, by assuming 98% and 65% oxygen saturation for
arterial and venous blood respectively, Eq. [13] predicts
R, .* and R, ,* values of 18.8 [s™'] and 46.2 [s™"], respec-
tively. In the current study, if a TE of 23 ms was used this
would cause an underestimation of M, , by a factor of 1.9.
Furthermore, to verify the actual inversion efficiency of
our method, we performed a high-resolution scan on a
single volunteer covering the internal carotid artery and
the jugular vein (data not shown). The inversion efficiency
was measured to be 0.91, which is to be expected given the
double inversion of the control scan.

Furthermore, the typical voxel resolution of 3.75 X
3.75 X 7.00 mm® could introduce partial volume effects
within the sagittal sinus, which could also influence the
estimation of M, , By measuring the sagittal sinus on
high-resolution magnetization prepared rapid acquisition
gradient-echo (MPRAGE) images of a few volunteers (N =
3, data not shown), the sagittal sinus could be approxi-
mated by an equal-sided triangle (1.1 cm on the lateral
sides, and 0.95 cm on the posterior side) in the region
where M, , was extracted. Compared to the present voxel
size, this could introduce partial volume effects from zero
to a few percent depending on the angulations of the
slices. Although in the present study we assumed that no
partial volume effects were present, we realize that better
ways to estimate M, , are needed, since it is the most
important scaling factor in any ASL experiment.

Based on the above discussion, an overall correction
factor of 1.9 X 0.91 = 1.73 was multiplied to the measured
M, , values before flow calculation to compensate for non-
ideal inversion and R, * differences.

Finally, it should be noted that in this study the esti-
mated M, , was used for both the deconvolution and the
traditional model fit, and since it is a direct scaling factor,
an eventual error in the estimate will not affect the com-
parison of the two methods. While both values are on the
lower end of what has been published in the ASL litera-
ture, they are close to the values (CBFg,, = 42 ml/min/
100 g) obtained using a similar acquisition technique (21).
Also, whereas most estimated GM and WM values are
often based on hand-drawn ROIs on CBF maps, and are
therefore prone to bias, in the present study we used an
automatic segmentation procedure, which provided unbi-
ased but possibly less precise estimations of GM and WM
perfusion values. An additional factor that influences the
perfusion estimate is the estimated blood T),. In this study,
for both fit and deconvolution methods, an overestimation
ofblood T, by 10% was found to cause an underestimation
of the perfusion by 10% (simulations not shown).
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Furthermore, the fact that the crusher scheme used in
this study was limited to a unique spatial direction could
introduce some errors into the perfusion estimation. For
instance, when crusher gradients were applied in the slice-
selection direction, only the velocity components that
were perpendicular to the image plane were spoiled. Feed-
ing arteries parallel to the image plane would not have
been crushed, and could have introduced errors in the
perfusion estimate. Future improvements should therefore
include the implementation of crushers in all directions to
eliminate this phenomenon.

Like other acquisition schemes and models, this model-
free approach also suffers from intrinsic errors in the ac-
quisition. These originate from the sensitivity of the scan-
ner at the voxel level, where differences in T, and T,* of
the tissue affect the MR signal depending on the coil and
TE used.

Finally, another possible problem could arise from the
fact that the crushed experiments are acquired using a
diffusion gradient, which would add a diffusion weighting
to the image, in addition to eliminating the signal from
fast-flowing blood. However, when using bipolar crusher
gradients of V,,,. = 3 cm/s or b = 1.7 s/mm? and assuming
a GM diffusion coefficient D of 0.8 -+ 107 mm?/s, the
resulting effect contributes to a <0.14% signal drop in the
GM: Asx(1 — e ?'P) - 100% = 0.14%, which is negligi-
ble compared to an expected signal change of 1-2% due to
perfusion. The subtraction control label should further
eliminate eventual differences as compared to the non-
crushed experiment.

CONCLUSIONS

In the present work a robust, model-free method for abso-
lute quantification of CBF was developed based on an
SVD-based deconvolution technique. A new pulse se-
quence was also implemented that allowed independent
measurement of the AIF on a voxel-by-voxel basis. The
method was evaluated on 13 healthy volunteers, and the
measured perfusion was in good agreement with the liter-
ature. This new approach provided lower CBF values than
those obtained using the standard kinetic model in accor-
dance with Monte Carlo simulations. However, quantifi-
cation issues, such as accurate extraction of the equilib-
rium magnetization of blood, remain to be addressed in
order to ensure reproducible and absolute quantification of
CBF.
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