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Neuronal computation is energetically expensive. Consequently, the brain’s limited energy supply imposes
constraints on its information processing capability. Most brain energy is used on synaptic transmission,
making it important to understand how energy is provided to and used by synapses. We describe how
information transmission through presynaptic terminals and postsynaptic spines is related to their energy
consumption, assess which mechanisms normally ensure an adequate supply of ATP to these structures,
consider the influence of synaptic plasticity and changing brain state on synaptic energy use, and explain
how disruption of the energy supply to synapses leads to neuropathology.
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The nervous system consumes a disproportionate fraction of

the resting body’s energy production: in humans the brain is

only 2% of the body’s mass, yet it uses �20% of the O2

consumed by the resting body (Mink et al., 1981), while the retina

alone uses 10% of the fly’s resting ATP consumption (Laughlin

et al., 1998). The relative energy consumption of the brain has

increased particularly during the evolution of humans from lower

primates (Mink et al., 1981; Aiello and Wheeler, 1995), reflecting

a 3-fold expansion in the size of the brain relative to the body and

an increase in the number of synapses per cortical neuron

(Abeles, 1991). This greater energy allocation to CNS tissue

over millions of years underpins our brains’ greater cognitive

powers, and was made possible by an increased and higher-

quality food intake, along with less energy expenditure on the

gut and locomotion (Aiello and Wheeler, 1995; Navarrete et al.,

2011). What is all this energy used for in the brain, how does it

determine the brain’s information processing power, and how

does the brain’s high energy use predispose it to problems

when energy is not supplied at the necessary rate?

We will review how most brain energy is used on synapses,

investigate how pre- and postsynaptic terminals are optimized

to maximize information transmission at minimum energy cost,

and assess howATP provision to synapses is regulated to satisfy

their energetic needs. We then consider how synapse energy

use changes with development and synaptic plasticity, and

between wake and sleep states, before relating how defects in

synaptic energy supply can lead to disease.

Most Brain Energy Is Used on Synapses
The ATP consumption by the major subcellular processes

underlying signaling in the brain (Figure 1) has been estimated

for rat cerebral cortex (Attwell and Laughlin, 2001) and for human

cortex (Lennie, 2003). Anatomical data on mean cell size, and

the capacitance per area of membrane, were used to estimate

the Na+ that enters to produce action potentials and thus

needs to be pumped out again by the Na+/K+-ATPase, con-

suming ATP. Similarly, patch-clamp data provided quantification

of the ions entering to generate typical synaptic currents, which

also need to be pumped out (for simplicity all neurons, rather

than �85% [Abeles, 1991], were assumed to be excitatory).
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The ATP used on ion pumping maintaining the resting potential,

and on biochemical pathways underlying synaptic transmitter

and vesicle recycling, were also calculated. This analysis of

where ATP is used suggested that electrical signaling processes

are the major consumer of energy in the brain. Furthermore, the

largest component of the signaling energy use is on synaptic

transmission.

Figure 2A shows the predicted distribution of ATP use across

the different signaling mechanisms in rat neocortex, updated

from the earlier Attwell and Laughlin (2001) calculations by taking

into account the fact that action potentials in mammalian

neurons use less energy than Attwell and Laughlin (2001)

assumed based on squid axon data (Alle et al., 2009; Carter

and Bean, 2009; Sengupta et al., 2010; Harris and Attwell,

2012). These calculations predict that the pre- and postsynaptic

mechanisms mediating synaptic transmission (including gluta-

mate accumulation in vesicles) consume 55% of the total ATP

used on action potentials, synaptic transmission, and the resting

potentials of neurons and glia. This is equivalent to 41% of the

total ATP used in the cortex if housekeeping energy use, on tasks

like synthesis of molecules and organelle trafficking, uses 25%

of the total energy (Attwell and Laughlin, 2001). The percentage

of energy used on synapses may be even larger in the primate

cortex, where the number of synapses per neuron is larger

(Abeles, 1991). In contrast, the energy use of the white matter

is 3-fold lower than the gray matter, mainly because it has an

80-fold lower density of synapses (Harris and Attwell, 2012).

The distribution of ATP consumption across the various mecha-

nisms contributing to synaptic transmission (Figure 2B) shows

that reversing the ion movements generating postsynaptic

responses consumes the great majority of the energy used (at

excitatory synapses: inhibitory synapses are predicted to use

much less energy to reverse postsynaptic Cl� fluxes because

the chloride reversal potential is close to the resting potential

[Howarth et al., 2010]).

Figure 2C compares the predicted energy expenditure in

the dendrites and soma, axons, and glia with the fraction of

mitochondria observed in these locations by Wong-Riley

(1989). The subcellular location of mitochondria reflects well

the high predicted energy consumption of postsynaptic currents
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Figure 1. Mechanisms that Consume
Energy at Synapses
ATP consumption by signaling mechanisms
(Attwell and Laughlin, 2001). Presynaptically, ATP
is used on four types of ATPase: the sodiumpump,
which extrudes Na+ ions generating the action
potential and powers Ca2+ removal by Na+/Ca2+

exchange; calcium-ATPase in the plasma mem-
brane (and endoplasmic reticulum, not shown),
which lowers [Ca2+]i; vacuolar H

+-ATPase, which
energizes vesicle transmitter uptake; and motor
proteins (kinesin, dynein, myosin) that move
mitochondria and vesicles around the cell. In
addition, vesicle retrieval by dynamin consumes
GTP. Postsynaptically, ATP use is larger (shown by
thicker arrows) and ismainly on the pumping out of
ions mediating synaptic currents, with a smaller
usage on returning Ca2+ to intracellular stores and
on mitochondrial trafficking. In astrocytes ATP is
used largely on extruding Na+, to maintain the
resting potential and to remove the ions driving
glutamate uptake, and on conversion of glutamate
into glutamine. A small amount of energy (not
included here) may also be consumed by signaling
mediated by ATP.
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(Figure 2A). The fraction of energy expenditure predicted for

axons and synaptic terminals is lower than the fraction of mito-

chondria observed in those areas, perhaps implying that there

is some energy consuming presynaptic process that is unac-

counted for (possibly vesicle trafficking: Verstreken et al.,

2005), while the predicted astrocyte energy use is substantially

larger than the fraction of mitochondria observed in astrocytes,

possibly because astrocytes are more glycolytic than neurons.

Since synapses use such a large fraction of the brain’s energy,

we might expect evolution to have optimized their function to

maximize the information they transmit while minimizing their

energy use, in order to reduce the ATP consumption of neural

circuits. Based on this idea, in the following sections we present

some ‘‘energetic design principles’’ for presynaptic terminals

and postsynaptic spines.

The Energy Cost of Synaptically Transmitting One Bit
of Information
First, we estimate howmuch ATP is needed to transmit informa-

tion across a single synapse, as a prelude to explaining how the

information transmitted can be maximized at minimum energy

cost. The input to a synapse can be considered over a sequence

of time intervals, Dt, in which an action potential either does or

does not arrive along the axon, e.g., signifying the presence or

absence of some stimulus (Figure 3A, Dt is the smallest interval

over which the neuron can represent information, set by the

refractory period of the action potential). If the mean spike firing

rate isS, the probability of an action potential arriving in any given

interval is s = SDt (with 0 < s < 1), and we assume no correlation

between the occurrence of different action potentials, the rate

at which information arrives in the input train is (Shannon,

1948; Dayan and Abbott, 2001, Equation 4.4; Levy and Baxter,

1996, Equation 2.1)

IinputðsÞ= � s,log2ðsÞ--ð1� sÞ,log2ð1� sÞ (1)
bits per Dt (Figure 3A). This is maximized with s = 0.5, or S =

1/(2Dt), i.e., with the neuron firing at half its maximum rate.

This is�200 Hz for a refractory period ofDt = 2.5 ms, yet in prac-

tice the mean firing rate of neurons in vivo is much lower than

this, around 4 Hz (Attwell and Laughlin, 2001; Perge et al.,

2009). To explain this difference, Levy and Baxter (1996) sug-

gested that, in fact, the nervous system maximizes the ratio of

information transmitted to energy consumed (rather than maxi-

mizing coding capacity). They showed that, if the energy use of

a neuron (and associated glia) is r-fold higher when producing

a spike than when inactive, then the spike probability (s*) that

maximizes the information transmitted per energy consumed is

much lower than that which would maximize information coding

capacity. Their analysis implies that the factor, r, by which

spiking increases energy use is related to s* via the equation

r =
log2ðs�Þ

log2ð1� s�Þ; (2)

which we use below. Applying similar principles to the transmis-

sion of information through a synapse leads to the surprising

conclusion that the energetic design of synapses is optimized

if presynaptic release of transmitter fails often—just as is seen

in most synapses. To understand this we need to consider infor-

mation flow through synapses and the energy it consumes.

For a synapse with a single release site (e.g., to the orange cell

in Figure 3), if each time a presynaptic action potential arrives

a vesicle is released with probability p, then for p < 1 information

is lost during synaptic transmission. This is because, while the

occurrence of a postsynaptic current tells the postsynaptic cell

that there definitely was a presynaptic action potential (ignoring

spontaneous vesicle release which will be considered below), if

no current occurs that may be due either to no presynaptic

action potential occurring or alternatively due to an action

potential failing to evoke transmitter release. The amount of

information passing through the synapse can be measured as
Neuron 75, September 6, 2012 ª2012 Elsevier Inc. 763
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Figure 2. Energy Consumption of Different Signaling Mechanisms
(A) Percentage of ATP predicted to be used on the subcellular mechanisms
of Figure 1, from the analysis of Attwell and Laughlin (2001), updated to
account for mammalian action potentials using less energy than those in
squid giant axon.
(B) The energy per vesicle released expended on different aspects of excit-
atory synaptic transmission (postsynaptic non-NMDA, NMDA, and metabo-
tropic glutamate receptors; recycling of glutamate [glu], endo- and exocytosis
of vesicles [endo/exo], and presynaptic Ca2+ entry) expressed as ATP
molecules (left ordinate) or percentage (right ordinate). See Attwell and
Laughlin (2001) for the derivation of these numbers.
(C) Distribution of mitochondria in different subcellular compartments
observed by Wong-Riley (1989) in primate visual cortex, compared with the
predicted distribution of energy expenditure from (A) with housekeeping
energy added as 25% of the total (allocated in proportion to the volume of the
different compartments, using neuronal dimensions from Attwell and Laughlin
(2001) and an astrocyte volume of 1.49 3 10�14 m3 (Chvátal et al., 2007).
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the so-calledmutual information, i.e., howmuch the sequence of

postsynaptic currents (EPSCs) tells us about the input train of

action potentials (APs), which is calculated (see Figure 3B

legend) in bits per Dt as

ImðEPSCs; APsÞ= IinputðsÞ+ ð1� sÞ,log2

� ð1� sÞ
ð1� p,sÞ

�

+ s,ð1� pÞ,log2

�
s,ð1� pÞ
ð1� p,sÞ

� (3)

where s is again the probability of a spike arriving within Dt. The

sum of the last two terms is negative and decreases the

transmitted information below the input information defined in

Equation 1. Equation 3 is plotted in Figure 3B for various values

of s, normalized to the information in the incoming action potential

stream in Equation 1 above, to show the fraction of incident

information that is transmitted to the postsynaptic cell by the

synapse. To assess the energetic efficiency of this information

transfer (Laughlin et al., 1998; Balasubramanian et al., 2001), Fig-

ure 3Cshows the ratio of the fractionof informationemerging from

the synapse to the energy consumed, which we take as being

proportional to the rate of vesicle release, s$p (see figure legend).

As an example of the energetic cost of information transmis-

sion through synapses, if we set typical physiological values

of s = 0.01 (implying a firing rate of S = 4 Hz) and p = 0.25, Equa-

tion 3 states that, out of the 32 bits/s arriving at the synapse,

6.8 bits/s are transmitted, and from the estimate by Attwell

and Laughlin (2001) of the underlying synaptic energy cost

(Evesicle = 1.64 3 105 ATP molecules per vesicle released), this

is achieved at a cost of S$p$Evesicle = 1.64 3 105 ATP/s. Thus,

information transmission typically costs �24,000 ATP per bit,

similar to the estimate of Laughlin et al. (1998). Increasing the

release probability to 1 leads to an information transmission

rate of 32 bits/s, at a cost of 20,500 ATP/bit.

Optimal Energetic Design of CNS Synapses Requires
Failures of Presysynaptic Release
Both the fraction of information transmitted and the information

transmitted per energy used are maximized when the release

probability is 1 (Figures 3B and 3C). Why then do CNS synapses

typically havea releaseprobability of 0.25–0.5 (Attwell andLaugh-

lin, 2001)? In this section we show that a low release probability

can maximize the ratio of information transmitted to ATP used.

It has been suggested that a low release probability allows

synapses to have a wide dynamic range, increases information

transmission from correlated inputs, or maximizes information

storage (Zador, 1998; Goldman, 2004; Varshney et al., 2006).

However, two energetic aspects of synaptic function also benefit

from a low release probability. First, considering the influence of

a single axon on a postsynaptic neuron, the existence of multiple

synaptic release sites (usually onto different spines), at each of

which a vesicle is released with probability p onto the postsyn-

aptic cell (as for the brown cell in Figure 3), results in the ratio

of information transmitted to energy used being larger if the

release probability is low (see below). Second, if the rate at which

information arrives in all the synapses impinging on the dendritic

tree is matched to the rate at which the output axon of the cell

can convey information, this also implies that synaptic failures

should occur (Levy and Baxter, 2002).
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Figure 3. Energy Limitations Imply that
Synaptic Failures Are Desirable
Information flow from an input neuron (green)
through a single synapse (to the orange neuron) or
multiple synapses (to the brown neuron).
(A) Information transmitted along the input axon
per time Dt (from Equation 1) is maximized at 1 bit/
Dtwhen s, the probability of an action potential/Dt,
is 0.5.
(B) Fraction of information arriving on the axon
that is transmitted across a synapse releasing
one vesicle with probability p, calculated as the
mutual information

Im = IinputðsÞ+S
y
P½y�$S

x
P½xjy�$log2ðP½xjy�Þ

(where the input x is 1 when there is a spike and

0 otherwise, the output y is 1 when there is an

EPSC and 0 otherwise, and the sum is over all x

and y [Dayan and Abbott, 2001, Equation 4.12],

which gives Equation 3), divided by the input infor-

mation Iinput(s) in Equation 1.

(C) Ratio of information fraction transmitted (from

B) to energy used on synaptic transmission, taken

as s$p, the number of vesicles released per Dt,

assuming that energy use is proportional to the

number of vesicles released, with release of one

vesicle consuming one unit of energy (if the small

percentage (�7%, Figure 2B) of ATP used on

presynaptic Ca2+ pumping varies more weakly

than p, the curves will decrease more as p

approaches zero).

(D) Fraction of information arriving on an axon that

is transmitted across N synapses each releasing

one vesicle with probability p, in the absence of

spontaneous release (Equation 4, black lines),

and in the presence of mEPSCs occurring in the

whole cell with a probability m = 0.003 per Dt

(Equation 5, red).

(E) Ratio of information fraction transmitted (from

D) to postsynaptic energy used, taken as N$s$p

(the number of vesicles released by action poten-

tials per Dt), in the absence (black) and presence

(red) of spontaneous release.

(F) Dependence on the factor r, by which spiking

increases energy use, of the release probability

that matches output information rate to the infor-

mation arriving on a large number of independent

input synapses (from Levy and Baxter, 2002).

From Figure 2, per Dt = 2.5 ms, resting potentials

and housekeeping use 3 3 106 ATP, while an

action potential (and downstream synaptic events) uses 4.53 108 ATP and increases energy use r = 150-fold (arrow). For r = 150, Equation 2 predicts an optimal

spike probability, to maximize axonal information transmission/energy used, of s* = 0.024 (a firing rate of 9.7 Hz) and the graph predicts p �0.2.
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Taking first the issue of several (N) synaptic release sites from

one axon onto a postsynaptic cell, we define a response in the

postsynaptic cell as occurring whenever it receives at least one

synaptic current. (Because we are only considering information

transfer across the synapse, i.e., determining how much the

arrival of EPSCs in the postsynaptic cell tells that cell about the

presynaptic input spike train, the amplitude of the EPSC in the

postsynaptic cell is immaterial [although its size may determine

how it affects the firingof thepostsynaptic cell].) If we ignorepost-

synaptic noise and variability in the currents evoked by different

vesicles, then the information received by the postsynaptic cell
(i.e., themutual informationbetween theoccurrenceof responses

in the postsynaptic cell and the action potentials arriving with

probability s in each intervalDt, see Figure 3B legend) is given by

Im = IinputðsÞ+ ð1� sÞ,log2

0
B@ ð1� sÞh

1� s+ s,ð1� pÞN
i
1
CA

+ s,ð1� pÞN,log2

0
B@ s,ð1� pÞNh

1� s+ s,ð1� pÞN
i
1
CA

(4)
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bits per Dt. The number of release sites, N, varies (Zador, 2001),

but is often greater than 1, e.g., more than 6 for cortical pyramidal

to interneuron synapses (Deuchars and Thomson, 1995), 4–6 for

spiny stellate and pyramidal cell to pyramidal cell synapses in

cortex (Markram et al., 1997; Silver et al., 2003), and�6 for excit-

atory synapses onto pyramidal cells in hippocampal area CA1

(Larkman et al., 1997). This multiplicity of synaptic release sites

in parallel, usually onto different spines, may exist to ensure

stable information processing in the face of spine turnover (Xu

et al., 2007). Figure 3D (black lines) shows the fraction of the

axonal input information that is transmitted to the postsynaptic

cell, for various numbers of release sites (with the same release

probability p), and for s set to 0.01 implying a firing rate of �4 Hz

for Dt = 2.5 ms (higher values of firing rate give curves that are

similar in shape). Having several synaptic release sites (N > 1)

from the axon to the receiving neuron increases the reliability

of transmission, so that a larger fraction of the input information

is received postsynaptically (de Ruyter van Steveninck and

Laughlin, 1996; Manwani and Koch, 2001; Zador, 2001).

However, as shown from the black lines in Figure 3E, for N > 1

it is no longer the case that the information transmitted per

energy used is maximal with a release probability of 1; indeed,

the highest ratio of information transmission to energy used is

with p very low. For example, Figure 3D shows that for N = 4

synaptic release sites from each axon onto the postsynaptic

cell, a release probability of p = 0.25 transmits over 60% of the

information that would occur with p = 1, yet it uses only 25%

of the energy to do so (since only 1/4 the number of vesicles

are released).

Surprisingly, the preceding analysis predicts the greatest

energy efficiency (information transmitted/energy used) for

convergent synapses if they have zero release probability

(Figure 3E). A more realistic result is obtained if it is recognized

that the postsynaptic neuron will also experience a low rate of

spontaneous vesicle release from all its input synapses (i.e.,

miniature synaptic currents at a total rate of m per Dt), each of

which produces a postsynaptic effect indistinguishable from

the action potential evoked release of one vesicle. In this case

Equation 4 becomes

Im = IinputðsÞ+ ð1�mÞ,

8>><
>>:ð1� sÞ,log2

 
ð1� sÞh

1� s+ s,ð1� pÞN
i
!

+ s,ð1� pÞN,log2

 
s,ð1� pÞNh

1� s+ s,ð1� pÞN
i
!9>>=
>>;

+ ð1� sÞ,m,log2

(
ð1� sÞ,mh

m+ s,ð1�mÞ,
�
1� ð1� pÞN

�i
)

+ s,
h
1� ð1� pÞN,ð1�mÞ

i
,

log2

(
s,
h
1� ð1� pÞN,ð1�mÞ

i
h
m+ s,ð1�mÞ,

�
1� ð1� pÞN

�i
)

(5)
766 Neuron 75, September 6, 2012 ª2012 Elsevier Inc.
The presence of spontaneous release decreases the maximum

information transmittable (red curves in Figure 3D) because

some postsynaptic currents are not driven by presynaptic action

potentials, and the information transmitted per energy used

drops off at low p values (red curves in Figure 3E), because

the frequency of evoked release becomes comparable with

that of spontaneous release. For a physiological spike rate (s =

0.01 per 2.5 ms interval, implying 4 Hz firing), and a total spon-

taneous release rate onto the cell of 1.2 Hz as measured in

cortical pyramidal cells (Dani et al., 2005) so that m = 0.003 for

a 2.5 ms interval, this creates an optimal release probability in

the range 0.05–0.25, depending on the number of synapses

converging onto the postsynaptic cell. Figure 3E (red lines)

predicts that the optimal release probability is lower the more

synapses that a single axon makes onto the same postsynaptic

neuron. Strikingly, just such a relationship between release

probability and number of release sites has been reported by

Hardingham et al. (2010) (their Figure 7C) for cortical synapses

and Branco et al. (2008) (their Figure 2D) for hippocampal

synapses, with a mean release probability of �0.7 at connec-

tions with a single release site declining to �0.25–0.4 for

connections with 4 release sites and to �0.1 at connections

with �10 release sites. While there are some quantitative differ-

ences between their measurements and our Figure 3E (in partic-

ular their release probability being less than one for single

release sites), this provides an important experimental confirma-

tion of the unexpected inverse relationship between p andN that

the analysis above predicts.

Thus, if axonsmakemultiple synapses onto each postsynaptic

cell (as is found experimentally)—perhaps in order to provide

stable information processing in the face of spine turnover (Xu

et al., 2007)—more information is transmitted per energy used

by having a low release probability. (This conclusion, and all of

the analysis in this section, is independent of the amount of ion

entry generating a postsynaptic EPSC [provided this quantity is

the same for all release sites] and so does not depend on exactly

which receptor subunits are expressed at the synapses.) Conse-

quently, although synaptic failures appear intuitively to bewaste-

ful, they allow the energy use per bit of information transmitted to

be minimized.

Another argument for having a low release probability to

reduce energy use depends on the fact that a cortical neuron

typically receives about 8,000 synapses on its dendritic tree

(Braitenberg and Schüz, 1998). Levy and Baxter (2002) pointed

out that the rate at which information arrives at all these

synapses is greater than the rate at which the output axon of

the cell can convey information, implying that energy is wasted

on transmitting information that cannot possibly be passed on

by the postsynaptic cell. They suggested that failures of synaptic

transmission would reduce this energy waste. With the assump-

tions that all input synapses are independent and that their axons

fire at the same energy-limited optimal rate (Equation 2) as does

the postsynaptic cell’s output axon, Levy and Baxter (2002)

showed that the firing rate of the axons defines an optimal failure

rate for synaptic transmission given by

1� p=

�
1

4

�Iinputðs�Þ
(6)
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where p is the synaptic release probability, Iinput is defined

by Equation 1, and s* is the spike probability defined by Equa-

tion 2. Surprisingly, this ideal failure rate does not depend on

the number of synaptic inputs to the cell (if there are more

than a few hundred synapses). Figure 3F shows how Equation

6 predicts that the release probability should vary with the

factor, r, by which energy consumption is increased during

spiking. For the energy budget in Figure 2, r = 150 (see

Figure 3F legend) and the predicted optimal release probability

is approximately 0.2.

The Levy and Baxter (2002) analysis can be questioned. In

general there will be multiple synapses from one axon onto the

postsynaptic cell (see above) and it is unlikely that the action

potential rate in the postsynaptic cell will be the same as in all

of its afferents. Most importantly, most neurons do not exist

simply to transmit all incoming information (e.g., a Purkinje cell

does not pass on all the information arriving on its �105 parallel

fiber inputs; instead, it makes a decision on how to modulate

motor output based on those inputs). Nevertheless, Levy and

Baxter’s analysis provides another insight into how synaptic

energy consumption implies that presynaptic terminals must

be constrained to have a low release probability.

This analysis has focused on how presynaptic properties

affect postsynaptic energy use, since it is postsynaptically that

most energy is used (Figure 2). Nevertheless, energetic

constraints on presynaptic function itself probably exist, e.g.,

there may be an optimal number of vesicles to have in a presyn-

aptic terminal, to allow the maximal rate of information transmis-

sion that occurs through the synapse while minimizing energy

costs on vesicle formation and trafficking.

Energy Use Limits the Number of Postsynaptic
Receptors on Spines
How does energy use constrain postsynaptic properties? The

energy budget of Figure 2 indicates that most energy use in

the brain is on reversing the ion flux through postsynaptic recep-

tors, which consumes 50% of the signaling energy use (or,

including housekeeping energy use, 37% of all the energy the

brain uses). On energetic grounds, therefore, fewer receptors

per synapse would be better, since they will consume less

energy. What is the optimal number of postsynaptic receptors

to have at a synapse? For excitatory synapses to be able to

repeatedly transmit information on a time scale of milliseconds,

the diameter of synaptic boutons and spines must be less than

�1 mm, to allow rapid glutamate clearance by diffusion to gluta-

mate transporters in surrounding astrocytes (Attwell and Gibb,

2005), and many spines are much smaller (Nusser et al., 1998).

Does the small size of spines limit the number of receptors

present, or are other factors relevant?

At different synapses, electrophysiology suggests that 10–70

AMPA receptors are opened by a single vesicle (Hestrin,

1992a; Silver et al., 1996; Spruston et al., 1995), while immuno-

gold labels 8–40 postsynaptic AMPA receptors (Nusser et al.,

1998). These numbers are underestimates, because the open

probability of the receptors at the peak of the synaptic current

is less than 1 (even in saturating glutamate) and because some

receptors will not be labeled by immunocytochemistry. The

probable true density is thus �20–100 receptors per bouton.
For a postsynaptic area of 0.03 to 0.1 (mm)2 (Momiyama et al.,

2003; Nusser et al., 1998), 100 receptors would imply a density

of 1,000–3,300 receptors /(mm)2 to which NMDA and metabo-

tropic receptors must also be added. This is comparable to the

highest density of voltage-gated Na+ channels achieved (at the

node of Ranvier, 1300/(mm)2: Hille, 2001), suggesting that spine

size may constrain the number of channels present. However,

spines vary extensively in size (Nusser et al., 1998), suggesting

that more receptors could be added by expanding the postsyn-

aptic area. The following analysis suggests that both energy use

and postsynaptic noise, the effects of which on detection of

vesicle release we have ignored above, are major determinants

of the number of receptors present per spine.

We will consider two types of synapse—a ‘‘relay synapse,’’

such as the optic tract to lateral geniculate nucleus synapse

(the function of which is to simply pass on information), and an

‘‘information processing synapse’’ (signals at a large number of

which sum to affect the output of the postsynaptic cell). For

a relay synapse, if the number of receptors (and hence the

synaptic current injected postsynaptically) is too small, then no

postsynaptic action potential will be produced and none of the

information arriving presynaptically will be transmitted

(Figure 4A). Above the threshold for action potential production,

if a postsynaptic action potential is reliably produced then all the

arriving information is transmitted (although with large synaptic

currents more than one postsynaptic action potential may occur

and information could be degraded). The ratio of information

transmitted to energy used postsynaptically (proportional to

postsynaptic charge entry) will thus be as in Figure 4B, with an

optimum at a value for the number of postsynaptic receptors

that just produces an action potential. To produce a more reli-

able relay synapse, the safety factor could be improved with

only a minor decrease in the ratio of information passed to

energy used, by increasing the number of receptors slightly to

ensure that postsynaptic voltage noise does not prevent an

action potential being produced. However, large increases in

the number of receptors per synapse merely decrease energy

efficiency without affecting information transfer (Figure 4B).

For an information processing synapse, we consider the

simple computation where a neuron has to produce an action

potential if more than N synapses are activated. Suppose that

each excitatory input synapse has K postsynaptic receptors of

conductance gchannel and reversal potential Vsyn, which open

with probability pchannel when a vesicle is released. When N

synapses are activated the mean synaptic conductance will be

Gsyn =N$K $pchannel$gchannel and for a cell of resting conductance

Grp at a resting potential Vrp the depolarization produced

(ignoring the membrane capacitance for simplicity) will be

DV =
Gsyn,

�
Vsyn � Vrp

��
Gsyn +Grp

�
If this is to reach the threshold depolarization for producing an

action potential, DVthresh, then the synaptic conductance must

satisfy

Gsyn =
Grp��

Vsyn � Vrp

�	
DVthresh--1


;
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Figure 4. Energy limitations on number of postsynaptic receptors.
(A) Schematic dependence of the fraction of information transmitted by a relay
synapse on the number of postsynaptic receptors per synapse (normalized to
the number needed to generate an action potential). Below the threshold for
action potential production no information is transmitted; above the threshold
transmission is reliable.
(B) Ratio of fraction of information transmitted to energy used postsynaptically
for the synapse of (A). Energy used is proportional to the number of receptors
activated. Increasing the receptor number above the value needed to ensure
transmission decreases the energy efficiency of the synapse. In practice the
sharpness of the optimum in (B) will be degraded by noise.
(C) Dependence on the number of receptors in a postsynaptic spine, K, of the
energy used on postsynaptic current (arbitrary units), the signal to noise ratio of
the current (SN), and the signal-to-noise ratio to energy use (arbitrary units).
The open probability of each activated receptor was assumed to be 0.5.
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so that the number of postsynaptic receptors needed is

K =
Grp�

N,pchannel,gchannel,
��
Vsyn � Vrp

�	
DVthresh � 1


�: (7)

The postsynaptic energy use will depend on the total number of

synapses impinging on the cell and their rates of activation, but

will be proportional to K. Equation 7 shows that this energy

expenditure is proportional to the resting conductance of the

cell, Grp. The energy used on reversing Na+ entry at the resting

potential is also proportional to Grp (Attwell and Laughlin,

2001).Why not, therefore, reduce the cell’s resting conductance,

to reduce proportionally the energy used both on postsynaptic

currents and on the resting potential?

Although some cells have evolved to be extremely tiny and

with a high resistance (e.g., cerebellar granule cells), there are

two limitations to the miniaturization and energy saving that

can be achieved in this way. First, as the number of receptors

at each synapse is decreased, fluctuations in the number which

are opened when a vesicle is released contribute increasingly

significant variability to the synaptic current, because the

receptor channel open probability (even for a saturating gluta-

mate concentration) is not 1 but is �0.5–0.8 (Hestrin, 1992a;

Spruston et al., 1995; Silver et al., 1996; Momiyama et al.,

2003). For a single synapse, the signal-to-noise ratio (the ratio

of the mean current produced by a vesicle to the standard devi-

ation of that current) is related to the number of receptors (K) and

their open probability (pchannel) by O(K$pchannel/(1�pchannel)).

Reducing K from 50 to 5 channels with pchannel = 0.5 would

reduce the signal to noise ratio from 7.1 to 2.2 (Figure 4C). Never-

theless, because synaptic energy use is proportional to K, the

signal-to-noise ratio achieved per energy used increases as K

is decreased (Figure 4C). Thus, one can question what sets the

lowest value of K that evolution has produced. One answer is

that the synaptic signal must not fall below the size of the voltage

noise generated by other ion channels in the neuron. The second

limit to miniaturization is that, when the resistance of the cell is

increased excessively, spontaneous opening of ion channels

can trigger unwanted action potentials (Faisal et al., 2005). For

example, the adult cerebellar granule cell membrane resistance

is �1 GU (Cathala et al., 2003) so that, from Equation 7 (with

pchannel = 0.7 [Momiyama et al., 2003], gchannel = 12 pS [Silver

et al., 1996], Vsyn = 0mV, Vrp = �60mV, and DVthresh = 30mV),

K = 120, 60, 30, or 15 postsynaptic channels are needed if simul-

taneous activity in N = 1, 2, 3 or all (respectively) of the cell’s four

input synapses should evoke an action potential (experimentally

the number of receptors present is 24–170 [Silver et al., 1996],

consistent with these estimates). If the resistance were

increased 20-fold, to reduce by a factor of 20 the energy used

on postsynaptic currents and on the resting potential, then

opening of a single 50 pS NMDA receptor by a stray glutamate

molecule would depolarize the cell by 30mV and evoke an action

potential.

In the above analysis we have considered pre- and postsyn-

aptic constraints on energy use separately. This is valid because

the effects on postsynaptic energy use of release probability and

of the number of postsynaptic receptors are purely multiplica-

tive, so the number of postsynaptic receptors does not affect
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the optimal release probability in Figure 3E, and reducing the

number of postsynaptic receptors will reduce energy use inde-

pendent of the value of p. Thus, both energy minimization

approaches are expected to be used physiologically.

Synapse Energy Is Mainly Provided by Mitochondria
The previous sections assessed how synapse properties can

maximize the information that synapses transmit while reducing

the energy used. But how is the massive energy use of synapses

sustained? Averaged over time, in the adult brain ATP is almost

entirely generated by the complete oxidation of glucose. Glycol-

ysis followed by oxidative phosphorylation results in a ratio of

oxygen to glucose consumption of nearly 6:1, and mitochondria

(using the citric acid cycle followed by oxidative phosphoryla-

tion) provide �93% of the ATP generated (Sokoloff, 1960), with

only �7% coming from glycolysis. Consistent with this, mito-

chondria are preferentially localized to pre- and postsynaptic

sites where ATP is consumed (Wong-Riley, 1989; Chang et al.,

2006). Nevertheless, when neuronal activity increases during

perceptual tasks like those used in functional imaging experi-

ments, which increase energy consumption by only a small

percentage (Schölvinck et al., 2008; Lin et al., 2010), it has

been suggested that ATP might be generated preferentially by

glycolysis.

This idea arose because glycolytic enzymes can be closely

associated with the sodium pump and may thus provide it with

ATP in a spatially localized compartment (Knull, 1978; Lipton

and Robacker, 1983). Furthermore, the increase in O2 uptake

during a perceptual task was found to be small compared to

the increase in glucose uptake, suggesting that glycolytic ATP

generation dominates (Fox et al., 1988), although Madsen et al.

(1999) found less discrepancy between the increase of glucose

and of O2 use. However, neuronal activity evokes a decrease

in extracellular O2 (Malonek and Grinvald, 1996; Thompson

et al., 2003) and intracellular NADH (Kasischke et al., 2004;

Brennan et al., 2006) concentrations, implying that ATP is being

generated by oxidative phosphorylation, and recent quantitative

work has shown that most ATP produced in response to

increases of neuronal activity is generated by mitochondria (Lin

et al., 2010; Hall et al., 2012). So far there is no evidence to

support the idea that pre- and postsynaptic terminals rely to

a different extent on glycolysis and mitochondria for their ATP

supply: both consume O2 when neuronal activity is increased

(Hall et al., 2012).

Astrocytes May Channel Energetic Substrates to
Synaptic Mitochondria
How do the metabolic substrate(s) needed for ATP production

flow to synaptic mitochondria? A simple assumption would be

that pyruvate is provided to themitochondria by glycolysis within

the neuron. However, the morphology of astrocytes, with an

extensive endfoot around blood vessels, is well suited to taking

up glucose arriving in the blood and distributing it, or pyruvate or

lactate derived from it, to astrocytic processes surrounding

synapses, possibly after diffusion through gap junctions

coupling adjacent astrocytes (Rouach et al., 2008). Furthermore,

while most brain energy is used by synapses, the brain’s only

energy store, glycogen, which can sustain neuronal function
for a few minutes when the glucose and oxygen supply is

compromised (Allen et al., 2005), is located in astrocytes (Gruet-

ter, 2003), again suggesting metabolite transfer from astrocytes

to neurons.

Pellerin and Magistretti (1994) proposed an astrocyte-neuron

lactate shuttle, whereby (mainly glycolytic) astrocytes generate

lactate, and export it to (mainly oxidative) neurons where it would

be converted to pyruvate for ATP generation in mitochondria.

Elegantly, such a scheme could regulate the energy supplied

to neurons in response to their activity, since glutamate released

by active neurons could promote lactate production in astro-

cytes by stimulating glycolytic ATP generation to power astro-

cytic uptake of glutamate and its conversion to glutamine.

Neuronal activity does elevate lactate levels in the brain (Prichard

et al., 1991), some studies (but not others) show that lactate can

replace glucose as a power source for neurons (Schurr et al.,

1988; Allen et al., 2005; Wyss et al., 2011), and lactate trans-

porters are found in postsynaptic spines where most neuronal

ATP is used (Bergersen et al., 2005). However, the extent to

which astrocytes ‘‘feed’’ neurons, and even the direction of

any lactate flux between the two cell types, remain controversial

(Jolivet et al., 2010;Mangia et al., 2011). Consequently, a demon-

stration that long-term potentiation and memory are disrupted

by deletion of lactate transporters (Suzuki et al., 2011; Newman

et al., 2011) might reflect a signaling role for lactate, rather than

an energetic one. Indeed, one way in which lactate may provide

synapses with energy is by being employed as a prostaglandin-

modulating messenger to increase blood flow (Gordon et al.,

2008; Attwell et al., 2010).

Increasing the ATP Supply from Synaptic Mitochondria
Synaptic activity is far from constant and changes dramatically

on time scales from seconds to days. How then is ATP produc-

tion by synaptic mitochondria regulated to match this demand?

We will consider short-term regulation of energy supply in this

section, and long-term regulation below.

When ATP is consumed pre- and postsynaptically by the

processes shown in Figure 1, the resulting increase of [ADP]/

[ATP] will, by the law of mass action, tend to increase ATP forma-

tion by oxidative phosphorylation (Chance and Williams, 1955).

However, the rise of [Ca2+]i that occurs presynaptically to control

transmitter release and postsynaptically at synapses expressing

NMDA receptors (or Ca2+-permeable AMPA receptors) provides

another stimulus increasing ATP production rapidly in response

to synaptic activity (Chouhan et al., 2012; see Gellerich et al.

[2010] for a review and Mathiesen et al. [2011] for an opposing

view). The rise of [Ca2+]i leads to a rise of mitochondrial [Ca2+]i,

which activatesmitochondrial dehydrogenases that promote cit-

ric acid cycle activity (Duchen, 1992). The rise of cytoplasmic

[Ca2+]i also activates the mitochondrial aspartate-glutamate

exchanger aralar (Gellerich et al., 2009), which raises [NADH] in

mitochondria and thus supports H+ pumping out across the

mitochondrial membrane and subsequent ATP synthesis. Antia-

poptotic Bcl2 family proteins may also regulate ATP production

by decreasing ion leak through the F1FO ATP synthase (Alavian

et al., 2011).

Activity-evoked entry of Ca2+ into synaptic mitochondria

buffers the cytoplasmic [Ca2+]i rise occurring (Billups and
Neuron 75, September 6, 2012 ª2012 Elsevier Inc. 769
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Forsythe, 2002). Presynaptically this may, as well as altering

energy supply, modulate synaptic release probability and its

short-term plasticity. Postsynaptically it may reduce signaling

(including synaptic plasticity) mediated by synaptically evoked

elevations of [Ca2+]i. These actions will also impact on energy

consumption: presynaptic mitochondrial Ca2+ buffering may

reduce release probability to be in a region where the information

transmitted per energy used is maximized (Figure 3). Similarly,
770 Neuron 75, September 6, 2012 ª2012 Elsevier Inc.
postsynaptic mitochondria, by buffering Ca2+ and reducing

AMPA receptor insertion into the membrane (see below), may

reduce postsynaptic energy expenditure.

Synaptic activity can also decrease mitochondrial activity. En-

docannabinoids released by synapses have been suggested to

suppress presynaptic mitochondrial respiration (Bénard et al.,

2012). This contributes to depolarization-induced suppression

of inhibition— short-term plasticity in which postsynaptic depo-

larization reduces presynaptic GABA release.

Locating Mitochondria at Synapses
In addition to short term regulation of the ATP output of individual

mitochondria, the preferential positioning of mitochondria at pre-

and postsynaptic terminals (Chang et al., 2006) is of key impor-

tance in the long-term regulation of power to synapses. Presyn-

aptic terminals in neocortex contain between 0.3 and 1.4

mitochondria (Sakata and Jones, 2003), while postsynaptically

in cultured hippocampal neurons there is �1 mitochondrion

per 7 mmof dendrite, which is comparable to the 6 mmseparation

of synapses (MacAskill et al., 2009). Thus, on either side of most

synapses there is �1 mitochondrion.

Mitchondria are formed at the soma. ATP synthesized here

would take over 2 min to diffuse to the end of a 200-mm-long

dendrite, and �10 years to diffuse to the end of a 1-m-long

axon, preventing rapid adaptation of the ATP supply in response

to changing pre- and postsynaptic activity. Instead, therefore,

mitochondria are transported long distances around neurons

by kinesin and dynein motors, moving on microtubule tracks at

�0.3–1 mm/s. This has been reviewed extensively by MacAskill

et al. (2010) and Sheng and Cai (2012), who provide more detail

on the following points. In the axon, kinesin motors (mainly KIF5)

move mitochondria away from the soma, while dynein mainly

moves mitochondria toward the soma, but in dendrites (where

the microtubule polarity is mixed) both motors can operate in

either direction (Figure 5). More local movements of mitochon-

dria are mediated by myosin V (plus-end directed), VI (minus-

end directed), and perhaps XIX motors operating on actin tracks

(Ligon and Steward, 2000), and myosin activity also opposes

mitochondrial motion along microtubules (Pathak et al., 2010).

Since microtubules may not often enter dendritic spines (Conde

and Cáceres, 2009), actin-based movement may be needed to

make mitochondria protrude into the spines (Li et al., 2004). At

any one time a majority (�80%) of mitochondria are stationary.

What determines where mitochondria get ‘‘parked,’’ so they

are able to function as a local power source or calcium buffer?

Figure 5 summarizes our understanding of how mitochondria

move around neurons, and the mechanisms by which they are

positioned at pre- and postsynaptic sites. For the various cellular

motors to transport mitochondria, they need to consume ATP,

and the motors need to be attached to the mitochondria via

adaptor molecules (Milton/TRAK, Miro, and Syntabulin). Regula-

tion of mitochondrial movement occurs both at the level of motor

function, through local alterations of ADP/ATP ratio, and at the

level of the attachment of mitochondria to the motors and the

tracks they move along, through local changes in [Ca2+]i (Brough

et al., 2005; Mironov, 2006).

Postsynaptically, increased energy expenditure on glutamate-

induced ion fluxes leads to a local rise in [ADP] and a fall of [ATP].
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This decreases the energy available to the motor molecules

transporting mitochondria, and rebinding of ADP to the motors

in particular slows their movement (Mironov, 2007). A similar

phenomenon occurs in axons in response to ATP use on pump-

ing out of Na+ at the Ranvier node (Zhang et al., 2010) and so is

also expected during energy use on Ca2+ pumping and vesicle

trafficking in presynaptic terminals (Figure 5).

In addition to this energetic limitation of mitochondrial move-

ment, the rise in [Ca2+]i that occurs presynaptically via voltage-

gated Ca2+ channels, and postsynaptically via Ca2+ influx

through NMDA receptors (and possibly Ca2+-permeable

AMPA/kainate receptors), leads to a parking of mitochondria at

the active synapse. Wang and Schwarz (2009) found that a rise

in axonal [Ca2+]i in hippocampal neurons leads to mitochondrial

stopping, following Ca2+ binding to the adaptor protein Miro,

which resulted in kinesin motors detaching from their microtu-

bule tracks (Figure 5, presynaptic side; Ca2+ entry into the mito-

chondria may be needed for this to occur: Chang et al., 2011). A

similar arrest of mitochondrial movement in dendrites is trig-

gered by Ca2+ entering through postsynaptic NMDA receptors

(Rintoul et al., 2003; MacAskill et al., 2009). In this case the

proposed mechanism differed: Ca2+ binding to Miro was sug-

gested to detach Miro from the kinesin motor (Figure 5, postsyn-

aptic side). Calcium may also regulate mitochondrial transport

by myosin, since Ca2+ stimulates myosin-actin ATPase activity

but also (presumably at higher [Ca2+]i) decreases transport by

dissociating calmodulin from myosin (Lu et al., 2006; Taylor,

2007). Speculatively, therefore, a small [Ca2+]i rise may stop

microtubule-based transport (MacAskill et al., 2009; Wang and

Schwarz, 2009) and promote local actin-based transport, until

the mitochondrion encounters a higher [Ca2+]i, which will stop

actin-based transport. At present little is known about the local-

ization of mitochondria at the postsynaptic side of inhibitory

synapses where no local rise of [Ca2+]i is expected: in the mature

animal the chloride reversal potential is close to the resting

potential so restoring postsynaptic Cl� gradients uses less

energy than for Na+ gradients (Howarth et al., 2010) and

a concentration of mitochondria at this site may not be needed.

Brief synaptic calcium entry (for �1 s) evokes a cessation of

long-range mitochondrial movement for about 3 min (MacAskill

et al., 2009), which presumably reflects the time needed for

Miro to release its bound Ca2+ and for a functioning mitochon-

drion-adaptor-kinesin complex to reform. However mitochon-

dria are often immobile for periods longer than this. In axons

and presynaptic terminals this can reflect tethering to microtu-

bules by syntaphilin (Kang et al., 2008) aided by the dynein light

chain LC8 (Chen et al., 2009), while prolonged protrusion ofmito-

chondria into dendritic spines (Li et al., 2004) may reflect a similar

tethering to actin filaments. In some presynaptic terminals,

anatomical specializations may also help to localize mitochon-

dria near synaptic vesicle pools (Wimmer et al., 2006).

The localization of mitochondria, both pre- and postsynapti-

cally, produced by [ADP] and [Ca2+]i rises, and by tetheringmole-

cules, is crucial for neuronal function. In Drosophila, presynaptic

motor neuron terminals lacking functional mitochondria

(because of Miro mutations that prevent kinesin-based trans-

port) cannot sustain vesicle release during prolonged activity

(Guo et al., 2005), because of a failure of myosin-drivenmobilisa-
tion of reserve pool vesicles (Verstreken et al., 2005). A similar

phenomenon is seen in mammalian neurons in which the level

of another adaptor linkingmitochondria to kinesin motors, synta-

bulin, is reduced (Ma et al., 2009). In hippocampal neurons, teth-

ering by syntaphilin of axonal mitochondria increases presyn-

aptic Ca2+ buffering and thus decreases short-term facilitation

of synaptic transmission (Kang et al., 2008), while in the crayfish

neuromuscular junction and the mammalian calyx of Held

presynaptic mitochondrial Ca2+ buffering promotes synaptic

transmission after a train of impulses (Tang and Zucker, 1997;

Billups and Forsythe, 2002). Postsynaptically, during synapto-

genesis, mitochondria move into dendritic protrusions in

response to synaptic excitation (Li et al., 2004). This was trig-

gered by NMDA receptor activation, which has two effects:

Miro-mediated halting of microtubule-based mitochondrial

transport along the dendrite (MacAskill et al., 2009) followed by

promotion of actin-based movement into the protrusion by the

WAVE1 protein (Sung et al., 2008). This relocation correlated

with the development of spines in that region, perhaps because

ATP is needed for spine formation. A more extreme effect is

provided by mutations of the protein sacsin that decrease mito-

chondrial potential and result in mitochondria being too large to

enter small dendrites of cerebellar Purkinje cells. This causes

Purkinje cell degeneration and consequent spastic ataxia (Girard

et al., 2012). Thus, correct location of functioning mitochondria

at synapses is important both for the development of the nervous

system, and for its plasticity and health in the adult.

Developmental Changes in Synaptic Function and
Energy Use
The preceding sections have explained how synapses can

reduce their energy use and where they get their energy from.

We turn now to changes of synaptic energy use in development,

synaptic plasticity, and sleep.

As brains develop they initially increase their energy use above

the adult value, but beyond adolescence aging is associated

with a decrease of energy use (Gleason et al., 1989; Leenders

et al., 1990). These changes correlate with an increase in the

thickness of the cortex as many synaptic connections are

made, followed by cortical thinning as connections are pruned

and the brain reaches its mature state (reviewed by Harris

et al., 2011). The high energy use during development reflects

not only the larger number of energy-consuming synapses but

also the ATP used to synthesize cellular components.

On top of changes in the number of synapses, changes in the

energy used per synapse occur during development, as a result

of the recruitment of AMPA receptors to excitatory synapses

that initially contain mainly NMDA receptors (Hall and Ghosh,

2008), and changes in the NMDA receptor subunits present

which shorten the synaptic current and thus reduce ATP

consumption (Hestrin, 1992b). Furthermore, GABAergic

synapses may use more energy early in development, when

the accumulation of Cl� by NKCC1 transporters results in

GABAA receptors being excitatory, compared with the mature

brain, when the [Cl�] gradient is set by KCC2 transporters ex-

porting Cl� and GABAA receptors are inhibitory (Ben-Ari,

2002). Early in development restoring the [Cl�] gradient, after
synaptic transmission causes a depolarizing efflux of Cl�, will
Neuron 75, September 6, 2012 ª2012 Elsevier Inc. 771
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require Na+ entry on NKCC1 (and hence subsequent ATP use

on the Na+ pump), unlike in the mature brain where reversing

a hyperpolarizing Cl� influx is performed by KCC2 and uses little

energy (Howarth et al., 2010).

Synaptic Plasticity and Energy Use
As in the developing brain, synaptic strength in the mature brain

can be increased or decreased by plasticity processes, and this

will alter energy expenditure. For example, NMDA receptor-

dependent long-term potentiation can double the strength of

synapses by inserting more AMPA receptors into the postsyn-

aptic membrane, doubling their postsynaptic energy consump-

tion and requiring an increased ATP supply to the potentiated

synapses (Wieraszko, 1982). Accordingly, a negative feedback

mechanism mediated by AMP-dependent protein kinase

prevents the maintenance of synapse potentiation when cellular

energy supplies are challenged (Potter et al., 2010). In addition,

long-term potentiation and memory are disrupted by deletion

of lactate transporters (Suzuki et al., 2011; Newman et al.,

2011), but it is unclear whether this reflects an energetic or

a signaling function of lactate (see above). To avoid a progressive

increase in synapse strength and hence in energy expenditure,

homeostatic plasticity renormalizes the strengths of synapses

(Turrigiano, 2012), in part employing release of TNFa from astro-

cytes (Stellwagen and Malenka, 2006). This downward adjust-

ment of synaptic currents occurs, at least partly, during sleep

(see below).

Synaptic plasticity can also offer energetic savings to synaptic

transmission. Long-term depression of the cerebellar parallel

fiber to Purkinje cell synapse, used to learn motor patterns, ulti-

mately results in �85% of the synapses producing no postsyn-

aptic current (Isope and Barbour, 2002). The existence of silent

synapses is predicted theoretically for optimal storage of infor-

mation (Brunel et al., 2004) but also provides amassive decrease

in the amount of energy used synaptically (Howarth et al., 2010).

Sleep and Synaptic Energy Use
Increasingly, sleep is thought to play an energetically restorative

role in the brain (Scharf et al., 2008). This theory coincides with

most people’s experience of sleep but has found direct physio-

logical support only recently. Dworak et al. (2010) reported that

during sleep there is a transient increase in ATP level in cells of

awake-active regions of the brain. This was suggested to fuel

restorative biosynthetic processes in cells that, during the day,

must use all of their energy on electrical and chemical signaling.

This implies an energy consumption trade-off: a high use of ATP

on synapses during awake periods is balanced by more ATP

being allocated to other tasks during sleep.

Energy use in the awake state also increases due to synaptic

potentiation. In the awake state (compared to sleep), GluR1

subunits of AMPA receptors are present at a higher level and

in a more phosphorylated state (consistent with an increased

synaptic strength), synaptic currents and spine numbers

increase, and evoked neuronal responses are larger (Vyazovskiy

et al., 2008; Maret et al., 2011). These changes are reversed

during sleep, presumably because of homeostatic plasticity as

discussed above. Thus, sleep is essential for adjusting synaptic

energy use.
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Disorders of Synapse Energetics
Finally, we turn to the pathological effects of disruptions to

synaptic energetics. Since synapses account for the majority

of energy use in the brain, any disorder of mitochondrial traf-

ficking or function will inevitably affect synapses. Reciprocally,

excessive glutamatergic synaptic transmission raises neuronal

[Ca2+]i, which depolarizes mitochondria, reducing their ATP

production and in extremis leading to cytochrome C release

and the initiation of apoptosis. Increasingly, one or other of these

mitochondrial dysfunctions is reported as contributing to brain

disorders.

Mitochondrial dysfunctionmay contribute to neuronal damage

in Parkinson’s disease (Youle and Narendra, 2011). Dopami-

nergic neurons in the substantia nigra consume a significant

amount of ATP to reverse the Ca2+ influx that mediates their

pacemaking activity (Puopolo et al., 2007). Producing this ATP

leads to oxidative stress (Guzman et al., 2010) that can uncouple

or depolarize mitochondria. Such compromised mitochondria,

which produce less ATP, must be replaced to allow the cell to

continue functioning. The mechanism for this involves two

proteins, PINK1 and Parkin (Geisler et al., 2010). The PINK1 level

on the mitochondrial surface is enhanced by mitochondrial

damage and depolarization, which leads to PINK1 recruiting

the E3 ubiquitin ligase Parkin to initiate degradation of outer

mitochondrial membrane proteins (Chan et al., 2011), including

themitochondrial fusion proteinsmitofusin 1 and 2 and the trans-

port adaptor protein Miro. Mitofusin degradation prevents

damaged mitochondria from fusing with healthy mitochondria

(Tanaka et al., 2010), while Miro degradation, which may occur

after PINK1 phosphorylates Miro (Wang et al., 2011; but see

Liu et al., 2012a), detaches the mitochondrion from its kinesin

motor, anchoring it until it is eliminated by an autophagosome

(Cai et al., 2012). When this pathway is deranged, as occurs

with mutations in PINK1 or Parkin that give rise to hereditary

forms of Parkinson’s disease (Kitada et al., 1998; Valente et al.,

2004), malfunctioning mitochondria will not provide sufficient

ATP at synapses.

In Huntington’s disease (HD), mitochondrial defects may

contribute to the preferential loss of spiny GABAergic neurons

in the striatum (Damiano et al., 2010). Expression of mutant hun-

tingin (mhtt) disrupts trafficking of mitochondria to synapses

before the onset of neurological symptoms and synaptic degen-

eration (Trushina et al., 2004) and leads to accumulation of frag-

mentedmitochondria in the soma, as a result of altered activity of

proteins mediatingmitochondrial fission (Drp1) and fusion (Mfn1)

(Kim et al., 2010; Shirendeb et al., 2012). This impaired trafficking

of mitochondria may cause ATP deprivation at the synapse,

eventually promoting synaptic degeneration. Disrupted mito-

chondrial Ca2+ buffering (Panov et al., 2002) may pose a further

problem at synapses, making neurons more susceptible to exci-

totoxicity upon mhtt-enhanced or even normal activation of

NMDA receptors (Fan and Raymond, 2007).

Mitochondrial abnormalities also occur in Alzheimer’s disease

(AD) (Maurer et al., 2000; Lin and Beal, 2006). Increased mito-

chondrial fission and decreased fusion occur, correlating with

loss of dendritic spines (Wang et al., 2009), in part as a result

of nitric oxide produced in response to the amyloid b (Ab) that

is a hallmark of AD (Cho et al., 2009). Mitochondrial damage by
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Ab results in oxidative stress, opening of the mitochondrial

permeability transition pore and thus apoptosis (Sheehan

et al., 1997; Du et al., 2008). Synaptic mitochondria are more

sensitive to Ab damage than nonsynaptic mitochondria: Ab

accumulation occurs earlier in synaptic than in nonsynaptic

mitochondria, decreasing mitochondrial trafficking and respira-

tory function and increasing mitochondrial oxidative stress (Rui

et al., 2006; Du et al., 2010). Tau, a microtubule associated

protein that is hyperphosphorylated in AD and a major compo-

nent of the neurofibrillary tangles that are the second hallmark

of AD, is also implicated in mitochondrial disruption. Overex-

pression of tau, or expression of a mutated form mimicking hy-

perphosphorylated tau, inhibited mitochondrial movement in

mouse cortical axons, perhaps by increasing microtubule

spacing (Shahpasand et al., 2012), and so may disrupt the

energy supply to synapses. Furthermore, abnormal tau can

spread transsynaptically, propagating AD pathology and thus

disrupting synaptic function throughout anatomically connected

neurons (Liu et al., 2012b; de Calignon et al., 2012).

Mitochondrial abnormalities at the neuromuscular junction

(NMJ) have been implicated in the rapidly fatal motor neuron

disease, familial amyotrophic lateral sclerosis (FALS), 20% of

which cases are caused by gain of function mutations in super-

oxide dismutase (SOD1). In SOD1-FALS, NMJs are the first

regions of the motor neurons to degenerate (Frey et al., 2000;

Fischer et al., 2004). Early abnormal mitochondrial accumulation

at the NMJ suggests that impaired mitochondrial dynamics

contribute to the disease (Vande Velde et al., 2004). However,

experimental assessment of this idea has yielded conflicting

results. Zhu and Sheng (2011) found that increasing mitochon-

drial mobility two-fold did not affect the onset of ALS-like symp-

toms. Magrané et al. (2012), on the other hand, found that

neurons expressing mutant SOD1 had impaired mitochondrial

fusion and transport toward the soma, associatedwith a reduced

mitochondrial potential and mislocation at synapses. As a result

there were abnormalities in synapse number, structure, and

function.

Mitochondrial function is impaired in cerebral ischemia, when

there is a cut-off of the normal supply of glucose and oxygen.

Early in ischemia synaptic activity disappears (Hofmeijer and

van Putten, 2012) when released adenosine blocks presynaptic

Ca2+ influx and thus inhibits glutamate release (Fowler, 1990;

Scholz and Miller, 1991). This early suppression of glutamate

release may protect against glutamate excitotoxicity. However,

if ischemia is prolonged, the rundown of ion gradients that results

from inhibition of mitochondrial function leads to a reversal of

glutamate transporters and a rise of extracellular glutamate

concentration to �200 mM (Rossi et al., 2000). This triggers

a massive Ca2+ influx via NMDA receptors, and subsequent

depolarization of mitochondria, release of cytochrome C, and

neuronal apoptosis.

Conclusions
Of the brain’s components, synapses consume most energy.

Consequently, pre- and postsynaptic adaptations minimize

synaptic energy use and maximize its supply. Surprisingly, the

presence of more than one release site at synaptic connections

implies that the information transmitted per ATP consumed can
be maximized by employing release sites with a low release

probability. Energy supply is maximized by mechanisms that

increase mitochondrial ATP production in response to synaptic

activity and target mitochondria to active synapses. Energy

use may be distributed over awake and asleep states, with

synaptic plasticity that increases ATP use concentrated during

awake periods. Neurological disorders frequently involve deficits

in synaptic energy supply. For the future, a better understanding

of how ATP is supplied to synapses will be invaluable both in

understanding information processing in the brain and in

devising therapies for neurological disorders.
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