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Susceptibility Weighted Imaging (SWI)

E. Mark Haacke,"™" Yingbiao Xu,"? Yu-Chung N. Cheng,' and Jiirgen R. Reichenbach®

Susceptibility differences between tissues can be utilized as a
new type of contrast in MRI that is different from spin density,
T,-, or T,-weighted imaging. Signals from substances with dif-
ferent magnetic susceptibilities compared to their neighboring
tissue will become out of phase with these tissues at suffi-
ciently long echo times (TEs). Thus, phase imaging offers a
means of enhancing contrast in MRI. Specifically, the phase
images themselves can provide excellent contrast between
gray matter (GM) and white matter (WM), iron-laden tissues,
venous blood vessels, and other tissues with susceptibilities
that are different from the background tissue. Also, for the first
time, projection phase images are shown to demonstrate tissue
(vessel) continuity. In this work, the best approach for combin-
ing magnitude and phase images is discussed. The phase im-
ages are high-pass-filtered and then transformed to a special
phase mask that varies in amplitude between zero and unity.
This mask is multiplied a few times into the original magnitude
image to create enhanced contrast between tissues with dif-
ferent susceptibilities. For this reason, this method is referred
to as susceptibility-weighted imaging (SWI). Mathematical ar-
guments are presented to determine the number of phase mask
multiplications that should take place. Examples are given for
enhancing GM/WM contrast and water/fat contrast, identifying
brain iron, and visualizing veins in the brain. Magn Reson Med
52:612-618, 2004. © 2004 Wiley-Liss, Inc.
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A number of important tissues have unique magnetic sus-
ceptibility differences relative to background or surround-
ing tissues. One such example is partially deoxygenated
venous blood (1-3). Other examples include clot (para-
magnetic), calcium (diamagnetic) (4), and iron-laden tis-
sue (5), and air/tissue interfaces. These bulk magnetic
susceptibilities are indistinguishable from chemical shift
effects. The most common example of the latter in mag-
netic resonance imaging (MRI) is the chemical shift differ-
ence between water and fat. Usually chemical shift effects
are ignored, but in the case of water and fat separation
(6—8) the 3.35-ppm difference is used to separate water
and fat. On the other hand, if information regarding several
species occupying the same voxel is desired, one usually
obtains the spectral information by collecting a time series
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of data and Fourier transforming the data. This is referred
to as chemical shift imaging.

However, when only a single element or tissue compo-
nent is present in a voxel, or if there is a dominant element
in each voxel, it is possible in some circumstances to
extract spectral information from the phase alone. The
phase image itself can then be used to separate the domi-
nant spectral information on a pixel-by-pixel basis. This
concept has been used in a single point water/fat separa-
tion approach (7) and in imaging velocity using phase in
MR angiography (MRA) (9). The problem with phase im-
ages has generally been the presence of background local
fields that confound the effects of local phase changes in
tissue. However, when the phase changes between tissues
have a high spatial frequency, these unwanted global ef-
fects essentially can be removed (8). Once this is accom-
plished, the door is open for new applications of phase
imaging to highlight or differentiate one type of tissue from
another. First, the phase itself can be a superb source of
image contrast. This has already been demonstrated for
GM/WM contrast (10), small veins in the brain (11), and
more recently in venous blood vessels in the peripheral
vasculature (8). Second, the phase can be used as a mask to
create magnitude images with suppressed/enhanced spec-
tral components or modified contrast. Third, the phase
images themselves can be used to create projection images
to show tissue (vessel) contiguity. Here we consider single
time point methods to enhance the contrast of certain
tissues containing fat, venous blood, or iron. Since we
focus on the role of susceptibility, and use the original
phase image both by itself and as a means of altering the
contrast in the magnitude images, we refer to this method
as susceptibility weighted imaging (SWI) (12).

Although SWI has been used as an MR venographic
method for several years (13—26), it has more recently been
applied to studies of arterial venous malformations
(16,24), occult venous disease (15), multiple sclerosis (20),
trauma (25), tumors (21,23,26), and functional brain imag-
ing (14,22). Given the continued increasing clinical inter-
est in this topic, it is important to ensure a complete
understanding of the mathematical processes involved in
creating SW images.

MATERIALS AND METHODS

Our goal in this work was to use phase to enhance contrast
between tissues with different susceptibilities. This can be
accomplished in several steps. First, we employ the high-
pass filter described in Ref. 8 to remove the low-spatial-
frequency components of the background field. In the
work shown here, we use a 64 X 64 low-pass filter and
divide this into the original phase image (512 X 512) to
create a high-pass filter effect.

Second, this “corrected” phase image is used to create a
“phase” mask that is used to multiply the original magni-
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tude image to create novel contrasts in the magnitude
image. The phase mask is designed to suppress those pix-
els that have certain phases. It is usually applied in the
following manner: If the minimum phase of interest is, for
example, —w, then the phase mask is designed to be f(x) =
(¢(x) + w)/w for phases < 0, and to be unity otherwise,
where ¢(x) is the phase at location x. That is, those pixels
with a phase of —w will be completely suppressed and
those with a value between —m and zero phase will be only
partly suppressed. This phase mask (f(x)) then takes on
values that lie between zero and unity. We will refer to it
as the negative phase mask. It can be applied any number
of times (integer m) to the original magnitude image (p(x))
to create a new image f™(x)p(x) with different contrasts
(11,13,22). Another mask might be defined to highlight
positive phase differences:

P(X)new = g7(x)p(x) (1]
If the maximum phase of interest is, for example, , then
the phase mask is designed to be g(x) = (m—¢(x))/m for
phase > 0, and unity otherwise. We will refer to this as the
positive phase mask.

Alternatively, if echo times (TEs) are so long that they
cause difficulties, or if it is desirous to calculate phase
from very short TEs without any RF penetration phase
effects, an interleaved double-echo scan can (29) be ac-
quired to simulate the equivalent phase of a short-TE scan.
The complex data from the first echo are then divided into
those of the second echo to create an equivalent phase
image to that for a TE of ATE. That is, the phase in the
complex division becomes —yABATE. We use this concept
to create an effective TE = 2 ms image from an interleaved
TE = 8 ms and TE = 10 ms data set.

All sequences used in this study were high-resolution,
3D gradient-echo scans. In-plane resolution varied from
0.5 mm X 0.5 mm to 1 mm X 1 mm with slice thicknesses
of 0.7-2 mm. Except for the interleaved double-echo ex-
periment for highlighting fat described above, the experi-
ments were run with TE = 40 ms. These experiments were
all performed at 1.5T except for one case in which the data
were obtained at 3.0T.

Phase Mask Multiplication: Theoretical Considerations

Phase masks are created to enhance the contrast in the
original magnitude images. Depending on the constructs
used to create the filter, the number of multiplications
needed to optimize the contrast-to-noise ratio (CNR) in the
SW images will vary. We consider the positive phase mask
case below. The results for the negative phase mask follow
by letting ¢ go to —¢. The first step is to write an expression
for the CNR between two tissue types. Consider first the
example in which all tissues have the same signal S, with
Gaussian noise, and contrast is generated only by the
phase images. The contrast in the magnitude image is
therefore zero. Contrast appears only after multiplication
by the phase mask has been performed. We create a func-
tion that is dependent on m, the number of multiplications
that are performed with the phase mask. The goal is to
optimize m or, equivalently, find the point at which
CNR(m) is maximized. The region of the object where
there is a phase difference will then change its signal after
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multiplication with the phase mask. For the positive phase
mask considered here, the multiplication factor of the
signal will become (1—¢/7)™ in the positive-phase region,
while that in the negative-phase region remains unity. The
inherent contrast that develops will then be 1—(1-¢/m)™
times S, of the object in the original magnitude image. The
noise in the new image must take into account the noise in
the original image plus the noise generated from the mul-
tiplications. For a high signal-to-noise ratio (SNR) in the
magnitude images (>4:1), the variance of the final image
after m multiplications is given by

ol = o1 + (m/(2m))* + (1—@/m)*™
+ (m/m)*(1—@/m)*™ %) [2]

where o, is the standard deviation (SD) of the Gaussian
noise in the original magnitude image (see the Appendix
for a full derivation). Therefore, the functional form for
CNR(m) is the contrast divided by the noise, and is given

by

CNR(m) = SNRy(1 — (1—¢/mw)™)/sqrt(1 + (m/(2m))*
+ (1—@/m)*™ + (m/m)*(1—¢/m)*™2) [3]

where SNR, is the original SNR (i.e., Sy/0,). When the
exponential decay of the MR signal is included in our
analysis, the CNR(m) becomes:

SNRyexp(—¢/m)(1 — (1—¢/m)™)/sqrt(1 + (m/(2w))?
+ (1—@/m)*™ + (m/m)*(1—¢/m)*™ ) [4]

where we have assumed that TE/T,* is unity when ¢ =
7 (since it is just the increase in signal for shorter TE and
hence smaller m that we are after here). The more gen-
eral form can be obtained by replacing exp(—¢/m) with
exp((—¢/m)T,*/TE).

However, T,* plays a role in the signal decay, and we
can not arbitrarily choose a long TE to get the phase to be
« without a great loss in SNR. Thus, when the phase is m,
there will be circumstances in which the number of mul-
tiplications required will be >1 in order to show the op-
timal contrast in the images. This raises an interesting
question. If one is willing to spend a fixed amount of time
imaging (specifically, to acquire a long enough TE to en-
sure that the phase is ), then it is not clear whether a
shorter TE with more phase multiplications might not do
just as good a job. That is, it might be better to look into
reducing the TE (and hence the TR), collecting the data
with a shorter TE (i.e., with a higher signal), performing
more multiplications, and averaging over several acquisi-
tions in order to obtain an optimal CNR.

For the case of the same volume coverage as well as the
same imaging time, one then considers the efficiency
CNR*sqrt(number of slices)/sqrt(time) rather than the
CNR. This introduces another factor of sqrt(m/¢) into the
right-hand side of Eq. [4] such that CNR is proportional to
(although we ignore the need to increase the read gradient
strength when TR becomes too short):
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FIG. 1. Simulated images with the phase mask multiplied (a) once, (b) four times, (c) eight times, and (d) 16 times. The radius of the circles
varied from one to 16 pixels. All circles have the same phase value of 0.3 . The SNR of the original magnitude image was 15:1.

SNRsqrt(m/¢@)exp(—¢/m)(1 — (1—¢/m)™)
/sqrt(1 + (m/(2mw))?
+ (1—@/m)*™ + (m/m)*(1—¢/mw)*™2) [5]

This term arises because the only way to collect these data
is to either increase the overall time by acquiring the data
a second time or use a segmented echo-planar-like ap-
proach, which in turn requires that the gradient strength
be increased accordingly. When the gradient strength is
increased (such that both the sampling time and TE are
decreased), then a factor of sqrt(¢) loss in SNR occurs, and
Eq. [5] reduces once again to Eq. [4].

If one is interested in comparing images with circular
objects of radius p pixels, (Fig. 1) then one can look at
visibility V" instead of CNR (29), where

Y = CNR(m)*p sqrt(m) [6]
In the plots for Figs. 2 and 3, we have taken p = 2.

Phase Mask Multiplication: Simulations

We created a series of circles by simulating a Fourier
transform experiment with a 512 X 512 acquisition matrix
(i.e., pixels). The radius of the circles varies from one to 16
pixels (see Fig. 1). Within each circle, the phase value is
set to be 0.3w. The initial signal intensity of all pixels
within the image is set to be 1500. A Gaussian noise with
an SD of 100 is added to each real and imaginary channel.
Finally, a magnitude image and a phase image are recon-
structed from the real and imaginary channels. The SNR of
the magnitude image is then 15:1. A region of interest
(ROI) is drawn inside and outside of each circle to obtain
the CNR between the two ROIs.

RESULTS
Number of Multiplications

The predictions of Eq. [3] are shown in Fig. 2a. They
validate previous work in this area (11,13), and indicate
that three to five multiplications provide the best contrast
when the veins are enhanced. The veins vary in their
phase behavior, with those perpendicular to the main field
having a phase of at most —w/2. In that case, CNR(m) is
predicted to peak for m = 4. However, many vessels will
be partial-volumed (even those parallel to the main field)
so that there will be a spread of phases. The lower the
phase, the larger the m necessary to obtain the optimal
contrast; however, an m of 3-5 is shown to create good

contrast for many different values of ¢. To test the theory
more extensively, we compare next the measured values of
CNR(m) for the simulated data described above. We plot
the results in Fig. 2b. The results are in good agreement,
given the approximations made about large SNR. The sim-
ulated images in Fig. 1 demonstrate that the best CNR is
obtained with an m of about 4, but even an m of 8 gives a
good CNR. The image with an m of 16 is clearly as noisy as
the image with m equal to one. From a practical point of
view, given that noise is increased as m increases, the best
value of m to choose is the smallest one that meets the
desired CNR. This is particularly true if a minimum inten-
sity projection (mlIP) is to be performed afterward, because
the more noise that is present, the worse the mIP will be.
As discussed above, there will be times when it may be
more expedient to collect the data at shorter TE but in a
given fixed total time period. The results of these predic-
tions are shown in Fig. 3. The curves suggest that choosing
a TE such that the phase is 0.3 7 (Eq. [5]) to 0.5 7 (Eq. [4])
may be the best way to collect the data for optimal SNR
and spatial coverage.
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FIG. 2. a: Visibility as a function of multiplication (2sqrt(m) X Eq. [3]).
Note that the smaller the phase value, the larger the multiplication
required to reach the maximum CNR. b: Visibility as measured in the
simulated images in Fig. 1 as a function of multiplication. Note that
the results are in good agreement with the theoretical predictions
shown in a.
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FIG. 3. Plots of visibility show the predictions of (a) ¥/sqrt(time) and
(b) V/sqgrt(number of slices)/sqrt(time) as a function of the number of
multiplication (2sqrt(m) X Eq. [4] and 2sqrt(m) X Eq. [5]). The curves
suggest that choosing a TE such that the phase is (a) 0.5 = or (b) 0.3
m may be the best way to collect the data for optimal SNR and
optimal coverage, respectively.

Filtered Phase Imaging

This example focuses on visualizing water and fat in a
single image. Here we use the data acquired from a double
gradient-echo scan with TEs of 8 and 10 ms. The magni-
tude image from the TE = 8 ms image is shown in Fig. 4a.
By complex-dividing the TE = 8 ms image into the TE =
10 ms image, we create a phase image with ATE = 2 ms
(Fig. 4b). Such a short TE avoids the problems associated
with aliasing caused by the inhomogeneities near the air/
tissue interfaces in the sinuses near the orbit for the orig-
inal longer-TE scans. This value of 2 ms was chosen to
obtain fat roughly m out of phase with water (although this
condition is not necessary in order for the method to
work). The resulting phase images are essentially alias-free
and well smoothed compared to the original data. The
phase itself clearly discriminates water and fat without the
need for any anti-aliasing programs or fat saturation. The
optic nerve is well shown, buried in the surrounding mus-
cle.

Enhancing Magnitude Contrast

Continuing with the water/fat example, when the negative
phase mask is used once, the fat is nicely suppressed (Fig.
4c); however, when it is used twice, the fat is dramatically
reduced in amplitude but is not eliminated (Fig. 4d). The
former image gives excellent contrast in the T,-weighted
image, which still includes some fat signal (this is still of
value when the images are clinically reviewed). A separate
fat image can be obtained by subtracting this image from
the original unprocessed image, or by just using the phase
image itself as a means of visualizing the water and fat
separately.

A second application of the phase images is the en-
hancement of GM/WM contrast in T,-weighted imaging.
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FIG. 4. A demonstration of the visualization of fat and water with
phase information. a: The original magnitude image with TE = 8 ms.
b: The equivalent TE of the 2 ms phase image resulting from the
complex division of TE = 10 ms and 8 ms images. ¢ and d: SW
images of part a after the phase mask (b) was multiplied one and
two times, respectively. Note that the fat signal is effectively sup-
pressed around the optic nerve in ¢ and d.

We ran a T,-weighted scan with TE = 5 ms, and then
followed this with an SWI scan with TE = 40 msona 1.5T
system. Both scans have the same resolution (0.5 mm X
1 mm X 2 mm) and cover the same ROI. Figure 5a shows
the 5-ms data. We used the phase image of the same slice
position from the 40-ms data set of the SW scan to create a
phase mask. Then we multiplied the phase mask into the
magnitude image (Fig. 5a) four times to create a phase-
masked image (Fig. 5b), which showed an enhanced con-

FIG. 5. A demonstration of the utilization of the phase image from
SWI to enhance GM/WM contrast in T,-weighted imaging. a: T;-
weighted magnitude image of TE = 5 ms. b: The same magnitude
image as in part a, with m = 4 using the phase mask from the TE =
40 ms data. Note the enhanced contrast between GM and WM in
the lower half of the image. Some mineralization in the globus
pallidus is also revealed. Some artifacts are introduced at the top of
the image because of the local field inhomogeneity caused by the
sinus.
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trast and better edge definition as well (although, as ex-
pected, the image was a little noisier).

As a third example of phase-enhanced magnitude con-
trast, we revisit the application to the venous blood vessels
in the brain. Given that the susceptibility difference be-
tween fully oxygenated and deoxygenated blood is
0.18 ppm in cgs units, as reported in Ref. 28, a rather long
TE of 40 ms is required to visualize large phase differ-
ences. Vessels parallel to the field will show a negative
phase inside the vessels, and those perpendicular to the
field will show a positive phase inside the vessels (29).
However, due to finite voxel size (and hence partial vol-
ume effects), as well as aliasing of the external fields out-
side the vessels, the perpendicular vessels may appear to
have a negative phase when the resolution is low. In Fig. 6,
we show an example from a 3T system with a resolution of
0.5 mm X 0.5mm X 1.0 mm. The data set was collected in
a transverse orientation, with the z-direction (the main
field direction) being slice-select (i.e., the slices are 1 mm
thick). To demonstrate the value of the phase mask, we
show in Fig. 6a and 6b an mIP over 12 slices without and
with, respectively, the special phase processing. Actually,
the phase images themselves can be mIPped (Fig. 6c), and
they reveal why this method works so well: all of the
vessels that are enhanced over and above the cancellation
already present in the magnitude images are shown in this
mlP. This is the first time that phase images have been
used to generate a projection that in and of itself has
potential value.

Haacke et al.

FIG. 6. a: mIP of the original magnitude
images without any phase mask multipli-
cation. b: Modified mIP of SW images us-
ing m = 4. c: mIP of filtered phase images.
d: A slice from a cadaver brain, which can
be compared to the middle section of the
images shown in a-c. (Image courtesy of
Dr. Georges Salamon.) Note that the in-
creased contrast enhancement in b com-
pared to a originates from the phase con-
trast shown in c. These images were col-
lected at 3.0T.

DISCUSSION AND CONCLUSIONS

Phase images contain direct information about the back-
ground magnetic field and chemical shift of tissues. The
ability to use the phase for spectroscopic information de-
pends, in part, on the elimination of phase from the back-
ground field, and partial volume effects with other tissues
that have different chemical shifts. When it comes to the
ideal choice of mask multiplication, partial volume effects
can modify the simple arguments of a one-compartment
model. In these cases, a series of multiplications may be
best—or at least that image that can simultaneously en-
hance the contrast for all cases would be the best image to
display. For example, if the blood vessel is so small that a
phase of 90° turns into a phase of 45°, then it will take
more multiplications to bring out a better contrast. Those
vessels that still show phases of 90° will not be hurt much
by the use of more multiplications. This special number of
multiplications usually turns out to be about 3, 4, or 5.
This choice also keeps the CNR drop to a factor of less than
sqrt (2). From Fig. 2, we can see there is a trade-off between
the gain of CNR and loss of SNR by means of phase mul-
tiplication before CNR reaches its peak. Afterwards, CNR
and SNR both decrease as the number of multiplications
increases.

Number of Multiplications

Although partial volume effects are often problematic,
they turn out to be rather useful in our implementation of
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the phase-masking process. For vessels perpendicular to
the main field, we expect the phase to be positive inside
the vessel when the vessel is the size of a pixel. The partial
volume effect apparently reverses this behavior for trans-
verse images when the vessel is smaller than the in-plane
voxel size, and the slice is twice as thick (or more) as the
in-plane voxel size. The phase now appears to be negative
but much smaller than . As shown in Fig. 3, even with a
lower phase value, we can enhance the presence of a
vessel by performing a phase mask with m about 4. This is
demonstrated in Fig. 6c, where the phase of the perpen-
dicular vessels is clearly negative and varies from vessel to
vessel.

At longer TE, if the phase at the boundary aliases, the
phase multiplication results in fatter vessels. There is a
potential problem here. In more complicated cases, the
phase might change sign and make the processing less
effective and the interpretation of the resulting images less
clear. However, in practice this has not been a problem.
One way to avoid this difficulty is to use constant time
imaging, which allows for a reduced TE but does not
require a large phase shift. To overcome this, more multi-
plications must be performed (up to eight to 10 for a phase
of only 0.1 m; Fig. 3b). Nevertheless, it is quite interesting
that such a low phase difference can lead to an excellent
increase in contrast. This may have important implica-
tions for observing areas of small changes in iron content
or small blood vessels.

Water/Fat Separation

In Fig. 4, the effective TE time is 2 ms. This value was
chosen so that we could obtain fat roughly  radians out of
phase with water (although this is not a necessary condi-
tion for this method to work), so that with one or two
multiplications the fat signal would be effectively sup-
pressed. With this effective short TE, we can see the strong
differences between the complicated phase in the original
images and the unwrapped phase image (Fig. 4b). With
high resolution to reduce the partial volume effect, and
high bandwidth to reduce the signal shift from fat, this
means of suppressing fat becomes more viable. Nowadays,
the TE can be < 2 ms for a fast gradient-echo sequence, so
without having to acquire a data set twice to create the
equivalent short-TE phase image (as in Fig. 4), we can use
the phase image itself by filtering out the background
phase effects first to do the same job. The phase image
clearly discriminates between water and fat without the
need for any anti-aliasing programs or fat saturation when
small TEs are used. The phase from global background
field inhomogeneities might still add to the phase contrib-
uted by the fat chemical shift, causing aliasing. This would
prevent the method from working perfectly, but for these
short TEs this is unlikely to be a problem.

Phase Filtering

At these long TEs, because of the excess aliasing, the
high-pass filter cannot remove all the background phase
effects from air/tissue interfaces, which then generate a
false contrast that is not caused by vessels. However, since
we know where these problems occur (such as near the
sinuses), we can avoid interpreting the data in these areas.
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We have tried using a multiecho approach to remove all
background field effects except those due to partial volum-
ing (i.e., small vessels only), with some success. More
recent attempts have involved an alternative to homodyne
filtering that works directly on the reconstructed phase
images, as in Ref. 30. Further work in this area would be
useful to remove remnant air/tissue field inhomogeneity
effects. Finally, if these remnant errors can be removed,
phase images and projections over phase images may play
a more important role in presenting new contrast features.

Acquisition Time

Given the fact that this is a 3D, long-TR acquisition
scheme, it can take 8 min to acquire the data with 32
partitions and a matrix size of 256 (phase) X 512 (read).
Apart from the above-mentioned background field effects
on the phase, this is perhaps the major impediment to this
method. However, segmented EPI has the potential to re-
duce the imaging time by at least a factor of 2 and perhaps
4 (work in progress), and parallel imaging may reduce it by
another factor of 2. Therefore, at 1.5T it will become pos-
sible to collect the data with 64 partitions in 2—4 min,
while at 3T the TR can be cut in half (since the TE can be
cut in half), making it possible to collect 128 slices (whole
brain coverage) in just 2—4 min.

CONCLUSIONS

SWI continues to find applications in both research and
clinical areas. A proper understanding of its processes is of
paramount importance for obtaining images with the best
contrast possible. In this work we have explained how the
current processing methods work, and introduced several
new concepts to enhance contrast based on the use of
phase images and constant time imaging.
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APPENDIX

Calculation of the CNR Between two Pixels in an SW
Image

In this Appendix, the CNR between two pixels in an SW
image is calculated. These two pixels are labeled as one
and two. In an original magnitude image, the two pixels
have signals S, and S,. The corresponding noises (SDs of
the Gaussian noises) in the two pixels are o, and o, such
that the SNRs are SNR, (= S,/0,) and SNR, (= S,/0,),
respectively. The phases of these two pixels are ¢, and ¢,.
The SDs of the corresponding pixels in the phase image are
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assumed to be d¢, (~0,/S;) and d¢, (=~0,/S,), respec-
tively. When SNR is close to unity, the noise distribution
is no longer Gaussian. In that case, the Rayleigh distribu-
tion has to be considered such that the SD of the noise can
be correctly calculated.

Suppose we consider a function, h(¢,m), that consists of
m multiplications of the positive phase mask, i.e., the
value of this function is (1—¢/7)™ when ¢ is between 0 and
7, and the value is set to be one when ¢ is between —m and
0. When ¢ is positive, the SD of this function is

op = (m/m)(1—¢/m)™ 'de [A1]
When ¢ is negative, the SD is zero (i.e., no noise is intro-
duced in this region). When ¢ is 0, the SD is (m/(27)) de,
where the extra factor 2 is due to the discontinuity. These
results can be derived from the concept of error propaga-
tion. The SW image is created by the multiplication of the
magnitude image and the function h(g,m). If the signal of
a pixel in the magnitude image is S with noise (SD) o, then
the overall signal in the SW image is h(¢,m)S, and the
noise is the square root of the variance, which is
h?(e,m)o?* + S%ci, where o, is the SD of h(¢,m).

Thus, the CNR between two pixels is the difference of
the SNRs of the two pixels, which is 1S h,-S,h,l/o,
where o, is the square root of

hiol + hio; + Si(ow)* + Si(on,)* [A2]
In our simulated images, the signals in the magnitude
images are uniform, i.e., S = S, = S,. The SDs of noise
levels of all pixels in the magnitude images are also iden-
tical, i.e., ¢ = 0, = 0,. The phase outside the black disks
is zero, i.e., h,(0,m) = 1 and S,(0},) = (m/(27)) o. Thus,
the CNR between two sets of pixels is

CNR = SNR(1 — (1—¢/m)™)/sqrt(1 + (m/(2mw))*

+ (1—@/m)*™ + (m/m)*(1—¢/m)*™2), [A3]

where SNR = S/o. This analysis applies to the negative
phase mask when ¢ is replaced by —¢.
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