
IN
FO

R
M

A
T

IC
S

505

Machine Learning for Medical 
Imaging1

Machine learning is a technique for recognizing patterns that can 
be applied to medical images. Although it is a powerful tool that 
can help in rendering medical diagnoses, it can be misapplied. 
Machine learning typically begins with the machine learning algo-
rithm system computing the image features that are believed to be 
of importance in making the prediction or diagnosis of interest. The 
machine learning algorithm system then identifies the best com-
bination of these image features for classifying the image or com-
puting some metric for the given image region. There are several 
methods that can be used, each with different strengths and weak-
nesses. There are open-source versions of most of these machine 
learning methods that make them easy to try and apply to images. 
Several metrics for measuring the performance of an algorithm ex-
ist; however, one must be aware of the possible associated pitfalls 
that can result in misleading metrics. More recently, deep learn-
ing has started to be used; this method has the benefit that it does 
not require image feature identification and calculation as a first 
step; rather, features are identified as part of the learning process. 
Machine learning has been used in medical imaging and will have 
a greater influence in the future. Those working in medical imaging 
must be aware of how machine learning works.
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After completing this journal-based SA-CME 
activity, participants will be able to:

■■ List the basic types of machine learning 
algorithms and examples of each type.

■■ Discuss the typical problems encoun-
tered with machine learning approaches.

■■ Compute image features and choose 
methods to select the best features.

See www.rsna.org/education/search/RG.

SA-CME Learning Objectives

Introduction
Machine learning is an exciting field of research in computer sci-
ence and engineering. It is considered a branch of artificial intelli-
gence because it enables the extraction of meaningful patterns from 
examples, which is a component of human intelligence. The appeal 
of having a computer that performs repetitive and well-defined tasks 
is clear: computers will perform a given task consistently and tire-
lessly; however, this is less true for humans. More recently, machines 
have demonstrated the capability to learn and even master tasks that 
were thought to be too complex for machines, showing that machine 
learning algorithms are potentially useful components of computer-
aided diagnosis and decision support systems. Even more exciting is 
the finding that in some cases, computers seem to be able to “see” 
patterns that are beyond human perception. This discovery has led to 
substantial and increased interest in the field of machine learning— 
specifically, how it might be applied to medical images.

Because commercial products are proprietary, it is hard to deter-
mine how many U.S. Food and Drug Administration–cleared prod-
ucts use machine-learning algorithms, but market analysis results 
indicate that this is an important growth area (1). Computer-aided 
detection and diagnosis performed by using machine learning 
algorithms can help physicians interpret medical imaging findings 
and reduce interpretation times (2). These algorithms have been 
used for several challenging tasks, such as pulmonary embolism 
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In the past, machine learning required struc-
tured input, and some techniques would not en-
able successful learning if any single point of data 
was missing. Newer algorithms can gracefully 
accommodate omissions in data, and in some 
cases, the system can purposefully create omis-
sions in data during the learning phase to make 
the algorithm more robust. The new algorithms, 
combined with substantial increases in com-
putational performance and data, have led to a 
renewed interest in machine learning.

Definitions
There are several terms commonly used in the 
machine learning community that may not be 
familiar to radiologists. The following list of key 
terms may help in understanding how machine 
learning works.

Classification: The assigning of a class or label 
to a group of pixels, such as those labeled as 
tumor with use of a segmentation algorithm. For 
instance, if segmentation has been used to mark 
some part of an image as “abnormal brain,” the 
classifier might then try to determine whether the 
marked part represents benign or malignant tissue.

Model: The set of weights or decision points 
learned by a machine learning system. Once 
learned, the model can be assigned to an un-
known example to predict which class that 
example belongs to.

Algorithm: The series of steps taken to create 
the model that will be used to most accurately 
predict classes from the features of the training 
examples.

Labeled data: The set of examples (eg, images), 
each with the correct “answer.” For some tasks, this 
answer might be the correct boundary of a tumor, 
and in other cases, it might be whether cancer is 
present or the type of cancer the lesion represents.

Training: The phase during which the ma-
chine learning algorithm system is given labeled 
example data with the answers (ie, labels)—for 
example, the tumor type or correct boundary of 
a lesion. The set of weights or decision points for 
the model is updated until no substantial im-
provement in performance is achieved.

Validation set: The set of examples used during 
training. This is also referred to as the training set.

Testing: In some cases, a third set of examples 
is used for “real-world” testing. Because the 
algorithm system iterates to improve performance 
with the validation set, it may learn unique fea-
tures of the training set. Good performance with 
an “unseen” test set can increase confidence that 
the algorithm will yield correct answers in the 
real world. Note that different groups sometimes 
use validation for testing and vice versa. This 
tends to reflect the engineering versus statistical 

segmentation with computed tomographic (CT) 
angiography (3,4), polyp detection with virtual 
colonoscopy or CT in the setting of colon can-
cer (5,6), breast cancer detection and diagnosis 
with mammography (7), brain tumor segmenta-
tion with magnetic resonance (MR) imaging (8), 
and detection of the cognitive state of the brain 
with functional MR imaging to diagnose neuro-
logic disease (eg, Alzheimer disease) (9–11).

What Is Machine Learning?
Although all readers of this article probably have 
great familiarity with medical images, many may 
not know what machine learning means and/or 
how it can be used in medical image analysis and 
interpretation tasks (12–14). The following is one 
broadly accepted definition of machine learn-
ing: If a machine learning algorithm is applied 
to a set of data (in our example, tumor images)
and to some knowledge about these data (in our 
example, benign or malignant tumors), then the 
algorithm system can learn from the training data 
and apply what it has learned to make a predic-
tion (in our example, whether a different image is 
depicting benign or malignant tumor tissue) (Fig 
1). If the algorithm system optimizes its param-
eters such that its performance improves—that is, 
more test cases are diagnosed correctly—then it 
is considered to be learning that task.

Machine learning is now being applied in 
many areas outside of medicine, having a central 
role in such tasks as speech recognition and 
translation between languages, autonomous 
navigation of vehicles, and product recommen-
dations. Some of these tasks were not feasible 
previously; recent advances in machine learning 
have made them possible.

Teaching Points
■■ Although cross validation is a good method for estimating ac-

curacy, an important limitation is that each set of training and 
testing iterations results in a different model, so there is no 
single model that can be used at the end.     

■■ Decision trees offer the substantial advantage that they pro-
duce human-readable rules regarding how to classify a given 
example.     

■■ The naive Bayes algorithm is different from most machine 
learning algorithms in that one calculation is used to define 
the relationship between an input feature set and the out-
put. As such, this method does not involve the same iterative 
training process that most other machine learning methods 
involve.     

■■ An important benefit of CNN deep learning algorithms, as 
compared with traditional machine learning methods, is that 
there is no need to compute features as a first step.       

■■ Today’s machine learning approaches are extremely robust to 
real-world conditions, and the systems actually benefit from 
the forced dropout of some data in the learning process.  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Figure 1.  Machine learning model development and application model for medical image classification tasks. For training, the 
machine learning algorithm system uses a set of input images to identify the image properties that, when used, will result in the cor-
rect classification of the image—that is, depicting benign or malignant tumor—as compared with the supplied labels for these input 
images. (b) For predicting, once the system has learned how to classify images, the learned model is applied to new images to assist 
radiologists in identifying the tumor type.

the algorithm system would be given several brain 
tumor images on which the tumors were labeled as 
benign or malignant. Later, the system would be 
tested by having it try to assign benign and malig-
nant labels to findings on the new images, which 
would be the test dataset. Examples of super-
vised learning algorithms include support vector 
machine (16), decision tree (17), linear regression 
(18), logistic regression (19), naive Bayes (19,20), 
k-nearest neighbor (21), random forest (22), 
AdaBoost, and neural network methods (23).

With unsupervised learning, data (eg, brain tu-
mor images) are processed with a goal of separat-
ing the images into groups—for example, those 
depicting benign tumors and those depicting 
malignant tumors. The key difference is that this 
is done without the algorithm system being pro-
vided with information regarding what the groups 
are. The algorithm system determines how many 
groups there are and how to separate them. 
Examples of unsupervised learning algorithm sys-
tems include K-means (24), mean shift (24,25), 
affinity propagation (26), hierarchical clustering 
(26,27), DBSCAN (density-based spatial clus-
tering of applications with noise) (28), Gaussian 
mixture modeling (28,29), Markov random fields 
(30), ISODATA (iterative self-organizing data) 
(31), and fuzzy C-means systems (32).

background. Therefore, it is important to clarify 
how these terms are used.

Node: A part of a neural network that involves 
two or more inputs and an activation function. 
The activation function typically sums the inputs 
and then uses some type of function and thresh-
old to produce an output.

Layer: A collection of nodes that computes out-
puts (the next layer unless this is the output layer) 
from one or more inputs (the previous layer unless 
this is the input layer).

Weights: Each input feature is multiplied by 
some value, or weight; this is referred to as weight-
ing the input feature. During training, the weights 
are updated until the best model is found. Ma-
chine learning algorithms can be classified on the 
basis of training styles: supervised, unsupervised, 
and reinforcement learning (15). To explain these 
training styles, consider the task of separating the 
regions on a brain image into tumor (malignant or 
benign) versus normal (nondiseased) tissue.

In our example, supervised learning involves 
gaining experience by using images of brain tumor 
examples that contain important information—
specifically, “benign” and “malignant” labels—and 
applying the gained expertise to predict benign 
and malignant neoplasia on unseen new brain 
tumor images (test data). In this example case, 
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Figure 2.  Diagrams illustrate under- and overfitting. Underfitting occurs when the fit is too simple to 
explain the variance in the data and does not capture the pattern. An appropriate fit captures the pattern 
but is not too inflexible or flexible to fit data. Overfitting occurs when the fit is too good to be true and 
there is possibly fitting to the noise in the data. The axes are generically labeled feature 1 and feature 2 to 
reflect the first two elements of the feature vector.

Like supervised learning, reinforcement learn-
ing begins with a classifier that was built by using  
labeled data. However, the system is then given 
unlabeled data, and it tries to further improve the 
classification by better characterizing these data—
similar to how it behaves with unsupervised learn-
ing. Examples of reinforcement learning algorithm 
systems include Maja (33) and Teaching-Box (34) 
systems. In this article, we focus on supervised 
learning, since it is the most common training 
style applied to medical images.

Segmentation: The splitting of the image into 
parts. For instance, with tumor segmentation, this 
is the process of defining where the tumor starts 
and stops. However, this does not necessarily in-
clude deciding that what is included is tumor. The 
goal in this step is to determine where something 
starts and stops. This technique is usually used 
with a classifier that determines that a segment of 
an image is depicting enhancing tumor and an-
other segment is depicting nonenhancing tumor.

Overfitting: When a classifier that is too spe-
cific to the training set is not useful because it is 
familiar with only those examples, this is known 
as overfitting (Fig 2). In general, the training set 
needs to contain many more examples above the 
number of coefficients or variables used by the 
machine learning algorithm.

Features: The numeric values that represent the 
example. In the case of medical images, features 
can be the actual pixel values, edge strengths, 
variation in pixel values in a region, or other 
values. One can also use nonimage features such 
as the age of the patient and whether a laboratory 
test has positive or negative results. When all of 
these features are combined for an example, this 
is referred to as a feature vector, or input vector.

Feature Computation and Selection

Feature Computation.—The first step in machine 
learning is to extract the features that contain 

the information that is used to make decisions. A 
review of the ways in which features are computed 
is beyond the scope of this article; thus, we refer 
readers to the many books that have been written 
about feature extraction (33,34). Humans learn 
important features visually, such as during radiol-
ogy residencies; however, it can be challenging to 
compute or represent a feature—to assign a nu-
meric value to ground-glass texture, for example. 
Image features should be robust against variations 
in noise, intensity, and rotation angles, as these 
are some of the most common variations observed 
when working with medical imaging data.

Feature Selection.—Although it is possible to 
compute many features from an image, having 
too many features can lead to overfitting rather 
than learning the true basis of a decision (35). 
The process of selecting the subset of features 
that should be used to make the best predictions 
is known as feature selection (36,37). One feature 
selection technique is to look for correlations be-
tween features: having large numbers of correlated 
features probably means that some features and 
the number of features can be reduced without 
information being lost. However, in some cases, 
a more complex relationship exists and evaluat-
ing a feature in isolation is dangerous. Suppose, 
for instance, that you are given a list of weights 
with binary classifications of whether each weight 
indicates or does not indicate obesity. One could 
make some guesses, but adding heights would 
improve the accuracy: a rather high weight value in 
conjunction with a low height value is more likely 
to reflect obesity than is a high weight value in 
conjunction with a high height value.

Training and Testing:  
The Learning Process
Supervised machine learning is so named because 
examples of each type of thing to be learned are 
required. An important question to ask is “How 
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many examples of each class of the thing do I 
need to learn it well?” It is easy to see that having 
too few examples will prevent a computer—or a 
person, for that matter—from recognizing those 
features of an object that allow one to distinguish 
between the different classes of that object (35). 
The exact number of examples in each class that 
is required depends heavily on how distinctive 
the classes are. For instance, if you wish to create 
an algorithm to separate cars and trucks and you 
provide a learning algorithm system with an image 
of a red car labeled “class A” and an image of a 
black truck labeled “class B,” then using an image 
of a red truck to test the learning algorithm system 
may or may not be successful. If you provide 
examples of “class A” that include red, green, and 
black trucks, as well as examples of “class B” that 
include red, yellow, green, and black cars, then the 
algorithm system is more likely to separate trucks 
from cars because the shape features override the 
color features. Of course, if the person who com-
puted the features used in training did not provide 
color as an input, then color would not be mis-
taken as a feature for separating trucks and cars.

One popular way to estimate the accuracy of a 
machine learning system when there is a limited 
dataset is to use the cross-validation technique 
(38,39). With cross validation, one first selects a 
subset of examples for training and designates the 
remaining examples to be used for testing. Train-
ing proceeds, and the learned state is tested. This 
process is then repeated, but with a different set 
of training and testing examples selected from the 
full set of training examples. In the extreme case, 
one may remove just one example for testing and 
use all of the others for each round of training; 
this technique is referred to as leave-one-out cross 
validation (40). Although cross validation is a good 
method for estimating accuracy, an important 
limitation is that each set of training and testing 
iterations results in a different model, so there is 
no single model that can be used at the end.

Example of Machine Learning with Use of Cross 
Validation.—Having provided the preceding 
background information, we now describe a con-
crete though simple example of machine learning. 
Imagine that we wish to separate brain tumor from 
normal brain tissue and that we have CT images 
that were obtained without and those that were 
obtained with contrast material. We have 10 sub-
jects, and 10 regions of interest (ROIs) in normal 
white matter and 10 ROIs in tumor tissue have 
been drawn on the CT images obtained in each of 
these subjects. This means that we have 100 input 
vectors from white matter and 100 input vectors 
from tumor, and we will sequence the vectors such 
that the first value is the mean CT attenuation of 

the ROI on the non–contrast material–enhanced 
image, and the second value is the mean attenua-
tion of the ROI on the contrast material–enhanced 
image. 

With CT of brain tumors, the attenuation 
values on the nonenhanced images will be similar, 
though perhaps lower on average for normal brain 
tissue than for tumors. Enhancing tumor will have 
higher attenuation on the contrast-enhanced im-
ages. However, other tissues in the brain, such as 
vessels, also will enhance. It is also possible that 
parts of the tumor will not enhance. In addition, 
although much of the tumor may be darker on 
the nonenhanced images, areas of hemorrhage or 
calcification can make the lesion brighter. On the 
basis of the latter observation, we will also calcu-
late the variance in attenuation and use this value 
as the third feature in the vector. To help elimi-
nate vessels, we will calculate the tubularity of the 
voxels with an attenuation higher than 300 HU 
and store this value as the fourth feature. One can 
imagine many more values, such as location of the 
tumor in the head, that might be useful for some 
tasks, but we will stick with these four features.

We will take 70 of the normal brain tissue ROIs 
and 70 tumor ROIs and send them to the ma-
chine learning algorithm system. The algorithm 
system will start with random weights for each 
of the four features and in this simple model add 
the four products. If the sum is greater than 0, 
the algorithm system will designate the ROI as 
tumor; otherwise, the ROI will be designated as 
normal brain tissue. The algorithm system will do 
this for all 140 examples. It will then try to adjust 
one of the weights to see whether this reduces the 
number of wrong interpretations. The system will 
keep adjusting weights until no more improvement 
in accuracy is seen. It will then take the remain-
ing 30 examples of each normal brain tissue ROI 
and each tumor ROI and evaluate the prediction 
accuracy; in this example case, let us say that it will 
designate 50 of these 60 ROIs correctly.

We will now take a different group of 70 tu-
mor ROIs and 70 normal tissue ROIs and train 
in a new network to see how accurate the algo-
rithm system is in interpreting the remaining 30 
tumor cases and 30 normal cases. We will repeat 
this process several times to derive a mean accu-
racy for this algorithm and dataset. This would be 
an example of 70/30 cross validation.

 Types of Machine  
Learning Algorithms

There are many algorithms for selecting the best 
weights for features. These algorithms are based 
on different methods for adjusting the feature 
weights and assumptions about the data. Some 
of the common techniques—specifically, those 
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involving neural networks, k-nearest neighbors, 
support vector machines, decision trees, the naive 
Bayes algorithm, and deep learning—are described 
in the following sections.

Neural Networks
Learning with neural networks is the archetypal 
machine learning method. The following three 
functions are parts of the learning schema for this 
method (Fig 3): (a) the error function measures 
how good or bad an output is for a given set of 
inputs, (b) the search function defines the direc-
tion and magnitude of change required to reduce 
the error function, and (c) the update function 
defines how the weights of the network are up-
dated on the basis of the search function values.

The example provided in Figure 3 would be a 
neural network with several input nodes (referred 
to as ×1 to ×n), two hidden layers, and an out-
put layer with several output nodes. The output 
nodes are summed and compared with the desired 
output by the error (loss) function, which then 
uses the weight optimizer to update the weights in 
the neural network. As described earlier, during 
the training phase, examples are presented to the 
neural network system, the error for each example 
is computed, and the total error is computed. On 
the basis of the error, the search function deter-

mines the overall direction to change, and the 
update function then uses this change metric to 
adjust the weights. This is an iterative process, and 
one typically continues to adjust the weights until 
there is little improvement in the error. Real-world 
examples typically have one or more hidden layers 
and more complex functions at each node.

k-Nearest Neighbors
With k-nearest neighbors (41), one classifies an 
input vector—that is, a collection of features for 
one unknown example object—by assigning the 
object to the most similar class or classes (Fig 4). 
The number of neighbors, or known objects that 
are closest to the example object, that “vote” on 
the classes that the example object may belong to 
is k. If k is equal to 1, then the unknown ob-
ject is simply assigned to the class of that single 
nearest neighbor. The similarity function, which 
determines how close one example object is to 
another, can be the Euclidean distance between 
the values of the input vector versus the values of 
the vector for the other examples. However, it is 
critical that the normalization of the values in the 
feature vectors be performed correctly.

Figure 3.  Example of a neural network. In this case, 
the input values (31, 32, 33) are multiplied by a 
weight (w) and passed to the next layer of nodes. Al-
though we show just a single weight, each such con-
nection weight has a different numeric value, and it is 
these values that are updated as part of the learning 
process. Each node has an activation function (f) that 
computes its output (y) by using x and w as inputs. The 
last layer is the output layer. Those outputs are com-
pared with the expected values (the training sample la-
bels), and an error is calculated. The weight optimizer 
determines how to adjust the various weights in the 
network in order to achieve a lower error in the next 
iteration. Stochastic gradient descent (SGD) is one 
common way of updating the weights of the network. 
The network is considered to have completed learning 
when there is no substantial improvement in the error 
over prior iterations.

Figure 4.  Example of the k-nearest 
neighbors algorithm. The unknown ob-
ject (?) would be assigned to the l class 
on the basis of the nearest neighbor (k = 
1), but it would be assigned to the 3 class 
if k were equal to 3, because two of the 
three closest neighbors are 3 class ob-
jects. Values plotted on the x and y axes 
are those for the two-element feature vec-
tor describing the example objects.
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Support Vector Machines
Support vector machines are so named because 
they transform input data in a way that produces 
the widest plane, or support vector, of separation 
between the two classes. Support vector machines 
allow flexible selection of the degree to which one 
wishes to have a wide plane of separation versus 
the number of points that are wrong owing to 
the wide plane. These learning machines were 
invented some time ago (42), and the reason for 
their recent greater popularity is the addition 
of basis functions that can map points to other 
dimensions by using nonlinear relationships 
(43,44) and thus classify examples that are not 
linearly separable. This capability gives support 
vector machine algorithms a big advantage over 
many other machine learning methods. A simple 
example of how a nonlinear function can be used 
to map data from an original space (the way 
the feature was collected—eg, the CT attenua-
tion) to a hyperspace (the new way the feature is 
represented—eg, the cosine of the CT attenua-
tion) where a hyperplane (a plane that exists in 
that hyperspace, the idea being to have the plane 
positioned to optimally separate the classes) can 
separate the classes is illustrated in Figure 5.

Decision Trees
All of the machine learning methods described 
up to this point have one important disadvantage: 
the values used in the weights and the activation 
functions usually cannot be extracted to gain 
some form of information that can be interpreted 
by humans. Decision trees offer the substantial 
advantage that they produce human-readable 
rules regarding how to classify a given example 
(45). Decision trees are familiar to most people 
and typically take the form of yes or no ques-

tions—for example, whether a numeric value is 
higher than a certain value.

The aspect of decision trees that applies to 
machine learning is the rapid search for the many 
possible combinations of decision points to find 
the points that, when used, will result in the sim-
plest tree with the most accurate results. When 
the algorithm is run, one sets the maximal depth 
(ie, maximal number of decision points) and the 
maximal breadth that is to be searched and estab-
lishes how important it is to have correct results 
versus more decision points.

In some cases, one can improve accuracy by 
using an ensemble method whereby more than 
one decision tree is constructed. Two commonly 
used ensemble methods are bagging and random 
forest techniques. By boosting with aggregation, 
or bagging, one builds multiple decision trees by 
repeatedly resampling the training data by means of 
replacement, and voting on the trees to reach a con-
sensus prediction (46). Although a random forest 
classifier uses a number of decision trees to improve 
the classification rate and is often high perform-
ing, it does not resample the data. In addition, with 
random forests, only a subset of the total number 
of features is randomly selected and the best split 
feature from the subset is used to split each node 
in a tree—unlike with bagging, whereby all features 
are considered for splitting a node.

Naive Bayes Algorithm
According to the Bayes theorem, one of the old-
est machine learning methods (47), the prob-
ability of an event is a function of related events. 
The Bayes theorem formula is P(y|x) = [P(y) × 
 P(x|y)]/P(x): the probability (P) of y given x 
equals the probability of y times the probabil-
ity of x given y, divided by the probability of x. 

Figure 5.  Example shows two classes (, ) that cannot be separated 
by using a linear function (left diagram). However, by applying a non-
linear function f(x), one can map the classes to a space where a plane 
can separate them (right diagram). This example is two dimensional, but 
support vector machines can have any dimensionality required. These 
machines generally are “well behaved,” meaning that for new examples 
that are similar, the classifier usually yields reasonable results.  When the 
machine learning algorithm is successful, the two classes will be perfectly 
separated by the plane. In the real world, perfect separation is not possi-
ble, but the optimal plane that minimizes misclassifications can be found.



512  March-April 2017	 radiographics.rsna.org

In machine learning, where there are multiple 
input features, one must chain the probabilities 
of each feature together to compute the final 
probability of a class, given the array of input 
features that is provided.

The naive Bayes algorithm is different from 
most machine learning algorithms in that one 
calculation is used to define the relationship 
between an input feature set and the output. 
As such, this method does not involve the same 
iterative training process that most other machine 
learning methods involve. It does require training 
and testing data, so the issues related to training 
and testing data still apply.

This algorithm is referred to as the naive Bayes 
algorithm rather than simply the Bayes algorithm 
to emphasize the point that all features are as-
sumed to be independent of each other. Because 
this is usually not the case in real life, using this 
approach can lead to misleading results. How-
ever, this method can be used to acquire useful 
estimates of performance, even when this as-
sumption is violated (48). In addition, the use of 
this approach often leads to more robust results 
when there are fewer examples and when the 
examples do not include all possibilities.

These considerations also raise the important 
issue of pretest probabilities and accuracy: if the 
prevalence of a positive finding were 1%, then 
one could simply designate all cases as those of 
negative findings and achieve 99% accuracy. In 
many cases, 99% accuracy would be good, and 
this algorithm would also have 100% specific-
ity; however, it would have 0% sensitivity. From 
this perspective, it is important to recognize that 
accuracy alone is not sufficient and prior prob-
ability is an important piece of information that 
will affect performance measures.

Deep Learning
Deep learning, also known as deep neural 
network learning, is a new and popular area of 
research that is yielding impressive results and 
growing fast. Early neural networks were typi-
cally only a few (<5) layers deep, largely because 
the computing power was not sufficient for more 
layers and owing to challenges in updating the 
weights properly. Deep learning refers to the use 
of neural networks with many layers—typically 
more than 20. This has been enabled by tools 
that leverage the massively parallel computing 
power of graphics processing units that were cre-
ated for computer gaming, such as those built by 
NVidia Corporation (Santa Clara, Calif). Sev-
eral types of deep learning networks have been 
devised for various purposes, such as automatic 
object detection (49) and segmentation (50) on 
images, automatic speech recognition (51), and 

genotypic and phenotypic detection and classifi-
cation of diseases in bioinformatics. Some deep 
learning algorithm tools are deep neural net-
works, stacked auto encoders, deep Boltzmann 
machines, and convolutional neural networks 
(CNNs). We will focus on CNNs because these 
are most commonly applied to images (52,53).

CNNs are similar to regular neural networks. 
The difference is that CNNs assume that the 
inputs have a geometric relationship—like the 
rows and columns of images. The input layer 
of a CNN has neurons arranged to produce a 
convolution of a small image (ie, kernel) with 
the image. This kernel is then moved across the 
image, and its output at each location as it moves 
across the input image creates an output value. 
Although CNNs are so named because of the 
convolution kernels, there are other important 
layer types that they share with other deep neural 
networks. Kernels that detect important features 
(eg, edges and arcs) will have large outputs that 
contribute to the final object to be detected.

In deep networks, specialized layers are now 
used to help amplify the important features of con-
volutional layers. The layer typically found after a 
convolution layer is an activation layer. In the past, 
activation functions were designed to simulate the 
sigmoidal activation function of a neuron, but cur-
rent activation layers often have a much simpler 
function. A common example is the rectified linear 
unit, or ReLU (54), which has an output of 0 for 
any negative value and an output equal to the 
input value for any positive value.

The pooling layer is another type of layer that is 
important to CNNs. A pooling layer will take the 
output of something like a convolution kernel and 
find the maximal value; this is the so-called max-
pool function (55). By taking the maximal value of 
the convolution, the pooling layer is rewarding the 
convolution function that best extracts the impor-
tant features of an image.

An important step in training deep networks 
is regularization, and one popular form of 
regularization is dropout (56). Regularization 
refers to rescaling the weights connecting a pair 
of layers to a more effective range. Somewhat 
counterintuitively, randomly setting the weights 
between nodes of layers to 0 has been shown 
to substantially improve performance because 
it reduces overfitting. Dropout regularization is 
typically implemented by having weights (often 
50% or more between two layers) set to 0. The 
specific connections that are set to 0 at a given 
layer are random and vary with each round 
of learning. One can imagine that if random 
connection weights are set to 0 and a group of 
examples is tested, then those weights that are 
really important will affect performance, but 
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those weights that are not so important and 
perhaps reflective of a few specific examples will 
have a much smaller influence on performance. 
With enough iterations, only the really impor-
tant connections will be kept.

There are many possible combinations of 
layers and layer sizes. At present, there is no 
formula to define the correct number and type 
of layer for a given problem. Selecting the best 
architecture for a given problem is still a trial-
and-error process. It is interesting that some 
different neural network architectures have 
been successful in machine learning competi-
tions such as the ImageNet Challenge (57). 
Some of these architectures are LeNet (58), 
GoogleNet (59), AlexNet (60), VGGNet (61), 
and ResNet (62).

An important benefit of CNN deep learn-
ing algorithms, as compared with traditional 
machine learning methods, is that there is no 
need to compute features as a first step. The 
CNN effectively finds the important features 
as a part of its search process. As a result, the 
bias of testing only those features that a human 
believes to be important is eliminated. The task 
of computing many features and then selecting 
those that seem to be the most important also is 
eliminated.

Open-Source Tools
A wide variety of open-source tools for devel-
oping and implementing machine learning are 
available. These tools are compatible with the 
majority of modern programming languages, in-
cluding Python, C++, Octave MATLAB, R, and 
Lua. Furthermore, tools such as Apache Storm, 
Spark, and H2O libraries have been developed 
for machine learning tasks and large datasets. 
Most deep learning tool kits can now leverage 
graphics processing unit power to accelerate the 

computations of a deep network. Some of the 
most commonly used libraries for machine learn-
ing are summarized in the Table. Python libraries 
tend to be the most popular and can be used to 
implement the most recently available algorithms; 
however, there are many ways to access the 
algorithms implemented in one language from 
another language. In fact, many Python libraries 
are implemented in C++. Furthermore, some 
libraries are built on other libraries—for example, 
the Keras library runs on top of either Theano or 
TensorFlow (67).

We have set up a GitHub repository that pro-
vides simple examples of the machine learning li-
braries described herein. To access this repository 
with the sample code and example images, run 
the following program from a command prompt: 
git clone git://github.com/slowvak/Machine 
LearningForMedicalImages.git. 

You must have the Git software installed on 
your computer. Then change directory (“cd”) to 
the MachineLearningForMedicalImages direc-
tory and follow the instructions in the Readme.md  
file. If you do not have Git software on your 
computer, you can download the code as a zip 
file from the github.com website.

Conclusion
There has been tremendous progress in ma-
chine learning technology since this algorithm 
was first imagined 50 years ago. In the begin-
ning, the models were simple and “brittle”—
that is, they did not tolerate any deviations from 
the examples provided during training. Today’s 
machine learning approaches are extremely 
robust to real-world conditions, and the sys-
tems actually benefit from the forced dropout of 
some data in the learning process. Owing to the 
rapid pace of technologic advancements, tasks 
previously thought to be limited to humans 

Open-Source Traditional and Deep Machine Learning Library Packages Compatible with Various  
Programming Languages

Programming  
Language 

Traditional Machine  
Learning Libraries

Deep Neural Network Machine  
Learning Libraries

Python Scikit-learn, PyBrain, Nilearn, Pattern,  
MILK, Mixtend

Pylearn2, Nolearn, Theano, Lasagne, 
Keras, Chainer, DeePy, TensorFlow

R Caret, Boruta, GMMBoost, H2O, KlaR, rminer Darch, DeepNet
C++ Shogun	 Caffe, EBLearn, Intel Deep Learning 

Framework
Lua SciLua Torch
Octave MATLAB … DeepLearnToolbox
Java Encog, Spark, Mahout, MALLET, Weka Deeplearning4j
JavaScript Clusterfck, LDA, Node-SVM, ml.jis ConvNetJS

Sources.—References 63–85.
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will be taken on by machine learning systems. 
Machine learning is already being applied in 
the practice of radiology, and these applications 
will probably grow at a rapid pace in the near 
future. The use of machine learning in radiol-
ogy has important implications for the practice 
of medicine, and it is important that we engage 
this area of research to ensure that the best 
care is afforded to patients. Understanding the 
properties of machine learning tools is critical 
to ensuring that they are applied in the safest 
and most effective manner.
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