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ABSTRACT: The major radiofrequency engineering challenges of
high-field MR neuroimaging are as follows: (1) to produce a strong,

homogeneous transmit B1 field, while remaining within regulatory

guidelines for tissue power deposition and (2) to receive the signal

with the maximum signal-to-noise and the greatest flexibility in terms
of utilizing the benefits of parallel imaging. Borrowing from develop-

ments in electromagnetic hyperthermia, the first challenge has been

met by the use of transmit arrays, in which the input power to each

element of the array can be varied in terms of magnitude and phase.
Optimization of these parameters, as well as the form of the applied

RF pulse, leads to very homogeneous B1 fields throughout the brain.

The design of large receive arrays, using impedance-mismatched
preamplifiers and geometrical overlap for interelement isolation, has

resulted in significant sensitivity improvements as well as large accel-

eration factors in parallel imaging. VVC 2010 Wiley Periodicals, Inc. Int J

Imaging Syst Technol, 20, 2–13, 2010; Published online in Wiley InterScience

(www.interscience.wiley.com). DOI 10.1002/ima.20219
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I. CLINICAL POTENTIAL OF HIGH-FIELD MAGNETIC
RESONANCE NEUROIMAGING

Magnetic resonance imaging (MRI) has a long and successful his-

tory in diagnosing and characterizing chronic neurodegenerative dis-

eases such as Alzheimer’s, Parkinson’s, cerebral autosomal domi-

nant arteriopathy with subcortical infarcts and leukoencephalopathy

(CADASIL), multiple sclerosis (MS), and cerebral amyloid angiop-

athy (CAA). The advent of commercial high-field (7 T and above)

MRI systems has already resulted in substantial information on such

diseases, which was not accessible at lower fields. In addition to the

general advantage of increased signal-to-noise (S/N) and/or

improved spatial resolution afforded by the high-field, major

improvements, compared to 3 T for example, have been seen in

applications such as: (1) improved tissue contrast in susceptibility-

weighted imaging (Li et al., 2006; Duyn et al., 2007), and in particu-

lar the better definition of areas of iron deposition which can be early

indicators of many neurodegenerative diseases, (2) higher resolution

magnetic resonance angiography with superior background tissue

suppression due to the higher T1 value of brain tissue (Maderwald

et al., 2008; Zwanenburg et al., 2008; Monninghoff et al., 2009;

Kang et al., 2009), (3) improved localized spectroscopy due to

higher spectral resolution, higher S/N and/or smaller voxel dimen-

sions (Tkac et al., 2001), and (4) higher resolution and sensitivity in

functional MRI due to enhanced blood oxygen level dependent

(BOLD) contrast (Yacoub et al., 2001), allowing differentiation of

activation in separate cortical layers. Examples of each of these

applications are shown in Figure 1. Many groups have also shown

the clinically related advantages of high-field neurological MRI

with examples in the areas of MS and cancer (Lupo et al., 2009).

The clinical promise of high-field neurological MR has already

begun to be exploited in patient studies. However, there are signifi-

cant engineering challenges, outlined in the next section, that have

to be addressed to obtain data which takes full advantage of the

high field.

II. TECHNICAL ISSUES IN HIGH-FIELD
MR NEUROIMAGING

The strength of the signal received in a coil from tissue at a location

r and time t is proportional to the magnitude of the transverse com-

ponent of the net nuclear magnetization at that location, MT(r,t),
and to the magnitude of the pertinent circularly polarized compo-

nent of the RF magnetic field (B1) of the receive coil, B1
2(r). Ini-

tially, the net nuclear magnetization vector, M(r), is oriented paral-

lel to the static magnetic (B0) field so that MT is zero, and M must

be manipulated via application of magnetic fields B at the Larmor

frequency, to generate a signal. The effect of the B fields on M is

described by the phenomenological Bloch equation

dM

dt
¼ gðM 3 BÞ � Mx

T2
ai þMy

T2
aj þMz �M0

T1
ak

� �
ð1Þ

where T1, T2, and M0 are tissue-specific properties, g is the gyro-

magnetic ratio, and ai, aj, and ak are unit vectors in the x-, y-, and z-
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directions. Applying this equation in a frame of reference that

rotates about the direction of B0 (the z-axis) at the Larmor preces-

sion frequency, one can express the applied field B as

Bðr; tÞ ¼ RefBþ
1 ðr; tÞgai þ ImfBþ

1 ðr; tÞgaj þ
DxðtÞ
g

� �
ak þGðr; tÞak

ð2Þ

where Re and Im represent the real and imaginary parts, respec-

tively, of the complex amplitude of the pertinent circularly polarized

component of the B1 field produced by the transmit coil or array

(B1
1(r,t)), Dx is the difference between the frequencies of nuclear

precession and the applied B1 field, and G is the local magnetic field

created by applied gradient fields.

It is B1
1 that initially causes M to tip away from the z-axis so that

signal can be detected. Ideally, the magnitude of B1
1 is homogene-

ous throughout the region of interest (ROI), so that the signal inten-

sity of the reconstructed image is a function of tissue properties

rather than the applied B1 field distribution. Unfortunately, creating

a homogeneous B1
1 within tissue at higher RF frequencies is chal-

lenging due primarily to the short electromagnetic wavelength (k).
The high-relative permittivity (er) of most tissues results in much

shorter wavelengths in the brain than in air, for example, since the

wavelength is, to first order, inversely proportional to the square

root of the permittivity. The value of er for brain is about 45 at

300 MHz.

Conventional volume coils used for excitation, such as a quadra-

ture birdcage coil (Hayes et al., 1985) or transverse electromagnetic

mode (TEM) resonator (Vaughan et al., 1994), are designed to pro-

duce homogeneous B1
1 distributions at low frequencies (long wave-

lengths), and typically have electrical currents with equal magni-

tude flowing in opposite directions on opposite sides of the sample.

In a symmetric sample, this can create a standing wave pattern with

constructive interference near the center of the sample and with

regions of destructive interference approximately one quarter wave-

length away. At lower frequencies, for example, <130 MHz for 1.5

and 3 T, k is relatively long compared to the dimensions of the

brain, and so these regions of destructive interference lie outside the

imaging volume and thus are of little concern. At 300 MHz (7 T),

however, k in brain is only �13 cm, and regions of constructive

and destructive interference can therefore occur.

Figure 1. Four examples of neurological MR applications which are enhanced at high field. All data were acquired at 7 T. (a) Long echo time

‘‘Duyn’’ sequence of a patient with CADASIL. Many areas of hyperintensity associated with white matter lesions can be seen. (b) Time-of-flight
angiogram showing the lenticulostriate arteries in a patient with CADASIL. Spatial resolution 230 3 230 3 230 lm3, total data acquisition time

�10 min. (c) Diffusion-weighted spectroscopy showing separate resonance from N-acetylaspartate (NAA) and N-acetylaspartylglutamate

(NAAG). Spectra are shown with b values of 100, 300, and 500 mm22 s. (d) High-resolution functional activation map during visual stimulation
(Yacoub et al., 2001); reproduced with permission from Yacoub et al., Magn Reson Med 2001, 45, 588–594,� John Wiley, Ltd. [Color figure can

be viewed in the online issue, which is available at www.interscience.wiley.com.]
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The second factor that affects the distribution of the B1
1 field is

the tissue conductivity (r). In contrast to the effects of the sample’s

electric permittivity, r introduces an effective ‘‘skin-depth’’ term,

and damps the standing wave phenomenon. At 300 MHz, the skin

depth of brain tissue is �7.5 cm, compared to �14.6 cm at 64

MHz. Although this effect can be considered to reduce the fields

from any given current element in a coil, constructive interference

from fields propagating from elements all around the head still

results in an overall central brightening, sometimes described in

terms of ‘‘field focusing.’’ At field strengths of 4 T and above, sig-

nificant signal variation is seen across the brain in images acquired

with volume coils.

Figure 2 shows a measured B1
1 map from the head of a volunteer

at 7 T using a quadrature birdcage transmit coil. The strongest field

is present at the centre of the brain, and areas of low-signal intensity

are evident close to the surface of the brain. The asymmetric excita-

tion pattern, with respect to both horizontal and vertical axes, is

also very clear.

For low tip-angle gradient echo images the effect of B1
1 inhomo-

geneities is detrimental but not critical; however, the effect is

particularly pronounced for spin-echo sequences, as shown in Fig-

ure 3. The reduced value of B1
1 is noticeable not only in the much

lower signal intensities in certain areas but also in the fact that these

areas show a much reduced gray–white matter contrast due to the

lower tip angle experienced. These effects make image quantitation,

and image segmentation, to name but two examples, extremely

difficult.

The image signal intensity (I) is a function of the transmit and

receive sensitivities, and for a simple gradient echo sequence with

long repetition time is proportional to the product of the sine of the

transmitted tip angle multiplied by the receive sensitivity:

I / sinðgBþ
1 sÞðB�

1 Þ� ð3Þ

where s is the duration of the RF pulse. In the low tip-angle limit,

the signal is proportional to the product of transmit and receive sen-

sitivities:

I / ðBþ
1 ÞðB�

1 Þ� ð4Þ

The effect of the B1 inhomogeneity as a function of field strength

has been studied extensively (Collins and Smith, 2001; Collins

et al., 2002, 2005; Wang et al., 2002; Yang et al., 2002). Figure 4

shows that even using a low tip-angle gradient echo imaging

sequence, there are significant image nonuniformities at fields

higher than �4 T.

The fact that the interaction of high-frequency magnetic fields

with the human body would give rise to sample-induced spatial var-

iations in the image intensity was recognized very early in the de-

velopment of MRI (Bottomley et al., 1978). Borrowing from other

fields of electromagnetic-based imaging and therapy, various

Figure 2. Left: Calculated B1
1 map in the brain of a volunteer acquired at 7 T using a quadrature birdcage coil. Right: The corresponding low-

spatial resolution axial image. The color bar represents percentage of the maximum B1
1 field.

Figure 3. Low-resolution turbo spin-echo image of a volunteer

acquired at 7 T using a quadrature birdcage excitation and 16-chan-
nel phased array receive. The lower signal intensity and, in particular,

the lower gray–white matter contrast close to the temporal lobes indi-

cate the intrinsically lower B1
1 field in these areas.
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techniques for mitigating this phenomenon have been developed for

high-field MRI and are outlined in the following sections.

III. DEVELOPMENT OF THE TRANSMITARRAY
CONCEPT FOR ELECTROMAGNETIC HYPERTHERMIA
IN HUMANS

The challenges of delivering electromagnetic energy into the human

body at frequencies where the body dimensions are larger than the

wavelength have been studied for a very long time, specifically in

the area of electromagnetic or radiofrequency hyperthermia. Apart

from the fundamental difference that hyperthermia aims to control

the electric fields to produce localized therapeutic heating, the

essential approach to ‘‘guiding’’ the distribution of RF energy is

the same as that which has been adopted for high-field MRI, namely

the use of an array of single-element, electrically decoupled appli-

cators which are fed from separate sources. The spatial distribution

of the electric field, and therefore the heating pattern within the

patient can be controlled by varying the phase and magnitude of the

RF supplied to each element of the array from individual amplifiers

(Sullivan, 1991; Wust et al., 1991; Kowalski and Jin, 2000,

2003a,b, 2004; Kowalski et al., 2002; Behnia et al., 2002, 2004;

Weihrauch et al., 2007). An example of a modern, commercial

multi-element array used for patient hyperthermia is shown in Fig-

ure 5. Also shown in Figure 5 are illustrations of the way in which

the focal point of the electric fields can be steered by changing the

phase of each of the dipole elements.

Figure 4. Simulated gradient-echo images as a function of field strength using a birdcage coil with ideal current distributions in the rungs. The
signal is calculated as the product of the transmit and receive fields, assuming a low tip-angle excitation.

Figure 5. Upper: A commercial six-element electric dipole hyperthermia applicator, in which the magnitude and phase of the input signal can

be changed. Bottom: Different heating patterns that can be produced using ‘‘shimming’’ of the electric fields. An eight-element dipole array is

used, with different phases (but equal magnitudes) applied to each dipole. With all phases equal, the electric fields are ‘‘focused’’ in the center of

the phantom (bottom left). By varying the phase, the location of the focus can be moved around, as shown by the figures to the right. The sample
is a uniform sphere with dielectric constant of 80. The greater the number of elements in the array, the tighter the focus, and the greater the ability

to steer the focus. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
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IV. TRANSMITARRAYS FOR HIGH-FIELD MRI

In principle, an RF system for high-field MRI in which the magni-

tude and phase of the current in conductive elements about the head

are controlled individually (rather than having equal and opposite

values on opposite sides of the subject and thus creating a strong

standing wave pattern) should be able to produce much more homo-

geneous fields than a conventional volume coil at high frequencies.

As outlined earlier, the idea behind transmit arrays is to have con-

trol of the magnitude and phase of the RF supplied to each element

of the array and, based either on measurements or simulations, to

optimize the signal input to each element of the RF coil to improve

the excitation homogeneity, minimize tissue heating, or a combina-

tion of the two.

A. Required System Hardware. A wide variety of approaches

have been used to realize transmit arrays for MRI. The most simple

manifestations use the output from a single high-power RF ampli-

fier, which is split into numerous individual channels via a power

splitter (van de Moortele et al., 2005). Each of the RF outputs

(channels) passes through a controllable phase shifter and attenua-

tor, based on a vector modulator or similar circuit. Each channel is

then fed into individual transmit–receive (T/R) switches. Typically,
measurement of the B1

1 transmit field is performed, and either

closed-loop or open-loop feedback control is used to iteratively

adjust the phase and/or magnitude of each channel to fulfill the par-

ticular B1 target goal (Metzger et al., 2008). More recent implemen-

tations have individual waveform generators and RF amplifiers for

each channel, which allows different RF waveforms to be sent to

each element of the transmit array: a schematic of such an arrange-

ment is shown in Figure 6.

If there is the capability to interact on a real-time basis with the

system hardware, then variations in the magnitude and phase of

each transmit channel can be controlled by suitable changes in the

waveform fed to each channel. If this is not possible, then external

vector-modulator control of the phase and magnitude can be imple-

mented, and the inputs to these components then form part of the

feedback loop.

B. Transmit Array Coils: Stripline and Loop Arrays. A vari-

ety of different coil geometries can be used for a transmit array: the

two most common are the shielded loop and stripline designs shown

in Figure 7 (Adriany et al., 2005, 2008; van de Moortele et al.,

2005). The stripline has found most use due to ease of construction,

higher B1 field close to the individual elements, and ease of element

decoupling. In the stripline coil shown in Figure 7, the dielectric

used is 5-mm-thick PTFE with a permittivity of 2.1 (Adriany et al.,

2005). The width of each stripline (12 mm) was chosen according

to standard microstrip design formulae to achieve an input imped-

ance close to 50 X: 20-mm-wide copper tape was used for the out-

side ground conductor. The stripline elements can either be

decoupled by a calculated geometrical element arrangement (in

terms of substrate thickness, conductor width, and element separa-

tion) (Lee et al., 2001, 2004), or by the addition of a capacitive

decoupling network (Zhang and Webb, 2004). Finally, each ele-

ment is fine-tuned to be impedance matched to exactly 50 X and

connected to a separate transmit–receive switch.

C. Experimental Results Using Transmit Arrays. Figure 8

shows the transmit and receive field sensitivities obtained from a

uniform phantom using the eight-element stripline coil shown in

Figure 7 (van de Moortele et al., 2005). As expected (Collins et al.,

2002), the transmit and receive fields are very close to being mirror

images of one another about a plane of relative symmetry passing

through the centers of the active coil and the sample. The images

also show spatial differences between the maxima of the respective

fields. The excellent degree of decoupling between the elements of

the stripline array is also apparent from the results.

In vivo results, shown in Figure 9, obtained at 9.4 T using a sim-

ilar stripline array illustrate the increase in signal homogeneity that

is achievable simply by changing the phase of two elements of the

array, in this case, the two elements closest to the area in which the

B1 field is most inhomogeneous (Vaughan et al., 2006).

The limits of RF shimming have been investigated theoretically

using numerical calculations by Mao et al. (2006). They found that

a 16-element array can effectively shim a single slice at frequencies

up to 600 MHz (14.1 T) and the whole brain at frequencies up to

300 MHz, whereas an 80-element array can shim the whole brain

up to 600 MHz.

D. Transmit Arrays Using Active Rungs. A recently proposed

alternative approach to transmit array implementation involves the

use of an active electronic device such as a transistor integrated

with each element of the array: each rung is termed an ‘‘active

rung’’ (Kurpad et al., 2006; Lee et al., 2009). The use of an active

device such as a bipolar-junction transistor (BJT) or metal-oxide-

semiconductor field-effect transistor (MOSFET) to drive integrated

antenna elements has been shown to make the feed network of

antenna arrays less sensitive to the effects of mutual impedance

than passive arrays because of the unidirectional nature of the active

devices (Chang et al., 2002). This approach maintains the ability to

provide independent control of the magnitude and phase of the

Figure 6. Schematic of the hardware required to implement an N-

element transmit array with variable magnitude and phase of the input

signal to each element of the array. There are a number of less expen-
sive but more limited variations in which the RF signals may be pro-

vided from a single waveform generator and then fed to each channel

using a power-splitter.
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driving voltage to each element of the array, and also has excellent

isolation between separate array elements. Use of a power MOS-

FET with output power up to 1 kW and decoupling between nearest

neighbors of close to 20 dB has recently been reported for a two-

element array operating at 3 T (Lee et al., 2009). A schematic of the

electronic circuit is shown in Figure 10.

E. Advanced RF Pulse Design for Use with Transmit
Arrays. As outlined previously, there is a limit to the B1

1 inhomo-

geneity mitigation that can be achieved using transmit arrays alone,

unless a very large number of elements are available. An alternative

method to make improvements is to implement RF pulses, which

themselves inherently compensate for B1
1 inhomogeneities. These

general ideas are very familiar from high-resolution NMR spectros-

copy, which has a rich history in the design of such RF pulses

(Levitt, 1986).

Considering Eq. (1), by targeting a homogeneous MT distribu-

tion after a series of two RF pulses, rather than aiming for a homo-

geneous B1
1 distribution for either of the individual pulses, Collins

et al. (2007) were able to optimize the magnitudes and phases for

each pulse for each of the elements in a 16-channel array to achieve

significant improvements in excitation homogeneity compared to

an RF shimming approach with a single RF pulse, and the results

are shown in Figure 11.

As seen in Eq. (2), it should be possible in some cases to com-

pensate for inhomogeneity in B1
1 with strategic use of a time-de-

pendent offset frequency (Dx) or gradient field distribution (G).
Examples of how this can be accomplished with a single coil are

seen in the use of adiabatic pulses (using Dx) (Tannus and Gar-

wood, 1997) and in tailored RF pulses (using G) (Pauly et al.,

1989). Using concepts related to parallel reception, it is also possi-

ble to use a transmit array to accelerate tailored RF pulses (Katscher

et al., 2003). This allows for excitation patterns that are seemingly

limited more by the user’s imagination than by the bounds of the

Maxwell equations (Setsompop et al., 2006).

Another idea using gradients and transmit arrays uses k-space
‘‘spokes’’ (Saekho et al., 2005, 2006) to mitigate B1

1 inhomogene-

ity. Three-dimensional RF pulses are used, which consist of modu-

lated sinc-like pulse segments (spokes) in the kz direction of excita-

tion k-space positioned at predetermined locations in (kx, ky).
Spoke-based pulses are used in the small-tip-angle regime, in which

the sinc-like RF segments in kz produce slice-selectivity in z, and
the amplitude and phase modulation of each spoke in (kx, ky) spa-
tially tailors the excitation in (x, y) to mitigate the in-plane inhomo-

geneity. An ideal B1
1 mitigation pulse excites the point-wise inverse

of the inhomogeneity and yields a uniform magnetization. This

approach has also recently been integrated with multiple-element

transmit arrays (Zelinski et al., 2008; Setsompop et al., 2009) with

significant improvements in image uniformity.

V. SPECIFIC ABSORPTION RATE AND TEMPERATURE
CONSIDERATIONS

Associated with any RF magnetic field is a corresponding RF elec-

tric field, which produces electrical currents in conductive tissues.

A key consideration in assessing the practical viability of any trans-

mit array and/or associated imaging sequence is the power deposi-

tion in tissue, quantified via the local and average specific absorp-

tion rate (SAR) values, measured in Watts per kilogram of tissue.

Figure 7. Examples of shielded loop (left) and stripline (right) trans-

mit arrays constructed for neurological applications at 7 T Adriany

et al., Magn Reson Med 2005;53:434-445, copyright John Wiley, Ltd.
[Color figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]

Figure 8. Individual coil element B1 mapping from a uniform phantom using an eight-element stripline coil. (a) Individual coil element receive

B1 maps (derived from one data set obtained by transmitting through all coil elements). (b) Individual coil element transmit B1 maps derived from
eight experiments transmitting through one coil element at a time. Figure reproduced with permission from van de Moortele et al., Magn Reson

Med 2005;54:1503–1518,� John Wiley, Ltd.
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There are strict regulatory guidelines on these values (IEC, 2002) in

terms of peak instantaneous and time-averaged values for both local

and global ROI. With the emergence of transmit array technologies,

where it is possible to have a very wide range of maximum local

SAR for a given patient, array configuration, and average SAR

value, numerical methods to rapidly and accurately predict SAR

distributions using sophisticated models of heterogeneous human

anatomies have played an increasingly important role in RF coil

and sequence development and assessment (Collins et al., 2004;

Wang et al., 2007). The SAR can be calculated from the electric

field (E) distributions which are estimated from, for example, full-

Maxwell calculations of the electromagnetic fields using finite dif-

ference time domain techniques, and is given by:

SAR ¼ r
2q

Ej j2 ð5Þ

where q is the material density. An equally important measure is

the temperature (T) in the head, which can be modeled with a finite

difference implementation of the Pennes bioheat equation (Pennes,

1948):

qc
dT

dt
¼ r � ðkrTÞ þ ½�qbloodwcbloodðT � TcoreÞ� þ Qm þ SARq

ð6Þ
where c is the tissue heat capacity; k, the thermal conductivity; w,
the blood perfusion; and Qm the heat generated by metabolism.

Figure 9. Effect of the transmit phase on image homogeneity at 9.4 T. (a) Scout FLASH image of a head inside a circularly polarized elliptical
coil. The loss of signal near the left ear is the result of destructive interference reducing the net B1

1. The relative transmit phase for each coil la-

beled near the two lines representing the conductor and ground planes of each coil is shown. (b) By adjusting only the relative transmit phase of

the two coils closest to the area of low-signal intensity, local destructive interference can be reduced. Figure reproduced with permission from

Vaughan et al., Magn Reson Med 2006;56:1274–1282,� John Wiley, Ltd.

Figure 10. Schematic circuit of a controlled RF current source (RFCS) using an ARF475FL RF power MOSFET operated in push–pull mode.

The output circuit consisted of a series-tuned driven loop (11-cm diameter) across the drain-to-drain terminal. A high-output impedance (Zdd)

looking into the drain-to-drain is formed by the parallel tank circuit (Ldd and Cout). An input-matching network drives balanced RF signals into the

symmetrical gate terminals with a gate-stabilizing circuit. The matching circuit also transforms the low-gate impedance to the 50 X feed input of
the current source for maximum transfer of the input driving power. Figure reproduced with permission from Lee et al., Magn Reson Med, 2009,

62, 218–228,� John Wiley, Ltd.
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Figure 12 illustrates the SAR distribution in the brain at 3 and 7 T,

showing very different heating patterns at the two different frequen-

cies (Collins et al., 2004).

VI. RECEIVE ARRAY TECHNOLOGY

The use of receive arrays on clinical MRI systems has become uni-

versal over the past decade. In research laboratories, 32 (Wiggins

et al., 2006) and 96 (Wiggins et al., 2009) channel receive array

coils have been demonstrated at 3 T for neurological applications,

and commercial systems exist for 32 and 16 channels at 7 T. As

with transmit arrays, individual receive elements must be electri-

cally decoupled from one another. This is much simpler for receive

arrays since, in addition to optimal overlap to reduce mutual induct-

ance, impedance mismatched preamplifiers can be used to reduce

the current in each coil element and therefore increase the intercoil

decoupling (Roemer et al., 1990). Essentially, the original concepts

introduced by Roemer et al. (1990) and Wright et al. (1991) form

the basis of all receive arrays currently in use. Additionally, each

element must also be decoupled from each element of the transmit

array or transmit volume coil, and this is achieved using active PIN

diode switching circuits. Providing that the individual elements of

the array are sufficiently large such that body noise is the dominant

noise source, then the signal intensity from a large phased array is

significantly higher than that from an equivalently sized volume

resonator, as shown in Figure 13.

Since receive coils are not actively creating fields, if they are

adequately decoupled from each other then their sensitivity patterns

are fairly independent. The effects of a receive array on the signal

intensity distribution in the final image are, therefore, very different

from those of a transmit array, since no vector summation of fields

from different elements or associated interference effects occur,

and standing wave patterns do not form.

Receive arrays are primarily used for parallel imaging, in which

a reduced number of phase encoding steps is traded-off for a (spa-

tially dependent) loss in signal-to-noise. The more sparse k-space
coverage enables faster imaging, and also reduces artifacts in sin-

gle-shot imaging techniques such as echo planar imaging. The basic

principle of parallel imaging is that the different weighting of the

signal at a given location from different receive coils can be used,

in part, to determine the spatial origin of the signal, lessening the

need for time-consuming gradient encoding. Parallel imaging tech-

niques can be broadly categorized as working primarily in the image

domain or in the k-space domain (Sodickson and McKenzie, 2001).

There are a few commonly used techniques, and a plethora of varia-

tions on the theme. In the k-space-based technique known as gener-

alized autocalibrating partially parallel acquisitions (GRAPPA)

(Griswold et al., 2002), lines in k-space are skipped at regular

Figure 11. Left: Shaded-surface rendition of the 3D digital head model and 16-element coil array used in numerical simulations. Right: The 16-

element optimization of gradient echo signal intensity maps of single slices and whole brain at 300 MHz. From top to bottom: standard drive

before optimization, optimization on an axial slice, optimization on a sagittal slice, optimization on a coronal slice, optimization on the whole

brain. Three orthogonal views (from left-to-right: axial slice, sagittal slice, and coronal slice) are shown for each driving condition. Figure repro-
duced with permission from Collins et al., Magn Reson Med 2007;57:470–474,� John Wiley, Ltd.
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intervals during the acquisition process, but a few of these lines,

termed autocalibration scan (ACS) lines, are acquired in a reference

scan. Numerical functions for fitting the data from the acquired lines

of k-space from multiple coils to the ACS lines in the data from

each coil are determined, and these functions are applied to synthe-

size all the missing lines of k-space in the data from all coils. One of

the main advantages of GRAPPA is that it requires no measurement

of the receptivity (B1
2) distribution from the receive coils.

Figure 12. Calculated distributions of (left) SAR (W/kg) and (right) corresponding temperature increase (8C) at 3 T (128 MHz) and 7 T (300 MHz)

modeled during exposure to a head-average SAR of 3.0 W/kg. (Top) An axial plane passing through the center of the coil and brain, (center) cor-
responding sagittal and (bottom) coronal planes. The simulated RF coil was a 16-element TEM resonator with rung currents equal in magnitude

and with a phase given by their azimuthal position.

Figure 13. Top left: Fiberglass helmet with hexagonal and pentagonal tiling pattern (solid lines) and approximate circular coil positions (dotted

lines) drawn on to the helmet. Top right: Completed helmet with surface coils and cables attached. Bottom: Circuit schematic for the surface coil

and preamp chain, showing the diode detuning trap at the coil, cable trap for common mode rejection (located on preamp circuit board), bias T,
and preamplifier. Right: SNR maps derived from gradient-echo scans for (a) a 32-channel coil, (b) a commercial eight-channel coil, and (c) a

commercial CP volume coil. All maps are generated with the same color scale for comparison. Figure reproduced with permission from Wiggins

et al., Magn Reson Med 2006;56:216–223,� John Wiley, Ltd.
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An alternative, image-based, parallel imaging strategy is the

sensitivity encoding (SENSE) method (Pruessmann et al., 1999).

This method provides an optimized reconstruction, with no weight-

ing of the signal by the coil receptivity distributions in the final

image if a perfectly accurate complex coil sensitivity map can be

obtained. If the acquired k-space data are reduced by a factor of R
by skipping certain k-space lines, inverse Fourier transformation of

the data from all the coils in the array leads to aliased images. To

reconstruct an accurate image of the sample, the true signals and

aliased signals have to be separated. This can be achieved since, in

the image from each individual coil, signal superposition occurs

with different weights according to the local coil sensitivities. The

unaliased components, v, of every aliased pixel can be obtained by

an appropriate linear combination of the pixel values in the various

single-coil images:

v ¼ ðSHW�1SÞ�1SHW�1a ð7Þ

where vector v contains the unaliased pixel values; a, the aliased

values; S, the complex coil sensitivities (the superscript H repre-

sents the transposed complex conjugate); and C represents noise

correlation in the receiver channels. As seen in Figure 14, SENSE

can effectively remove the weighting of the receive coil field distri-

butions from the final image (Sodickson and McKenzie, 2001). In

these cases, the S/N distribution, however, will typically not be uni-

form throughout the image (Pruessmann et al., 1999), and these

methods usually require mapping of the complex B1
2 distribution of

each coil, which is not straightforward at high frequencies (van de

Moortele et al., 2005).

Generally, the larger the number of receive coils, the higher the

acceleration factor (R) that can be used to reconstruct the images,

the more sparse the k-space coverage and the larger the reduction in

data acquisition time. However, associated with reduced k-space
coverage is a noise amplification, or g-factor (Pruessmann et al.,

1999). The g-factor is not uniform throughout the image, and

increases rapidly as a function of R. However, the g-factor also

decreases the larger the number of receive channels, and this reduc-

tion is in general the driving factor behind the large and increasing

number of channels being produced both commercially and aca-

demically. Figure 15 shows the interaction between g-factor, num-

ber of coils and acceleration factor from data from Wiggens et al.

(2006, 2009).

It is also worth noting that the increased sample-induced inho-

mogeneity in the magnitude and phase of the image, which occurs

at higher field does have a potential advantage, in that this results in

a decrease in the g-factor as a function of frequency for a given

receive array geometry (Wiesinger et al., 2004a,b, 2006).

VII. CONCLUSIONS

Clinical MR neuroimaging at 7 T and above has already resulted in

many applications in which the diagnostic quality is significantly

greater than at 3 T, and a number of patient studies are currently

being performed worldwide. Many imaging protocols, however,

remain challenging due to B1 inhomogeneity and SAR deposition,

as well as B0 effects (which have not been discussed in this article).

Engineering solutions, such as the development of transmit arrays,

receive arrays and optimized RF pulse design, have the potential to

overcome almost all of these challenges at 7 T, and to make sub-

stantial improvements in image quality at even higher fields (9.4

and 11.7 T) that are at the forefront of current MRI technology.
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